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Zusammenfassung
Supersymmetrie (SUSY) ist eine Erweiterung des Standardmodells (SM) der Teilchen-
physik, die für jedes Teilchen des SM einen supersymmetrischen Partner vorhersagt.
Diese neuen Teilchen würden einige der Probleme des Standardmodells lösen. Natürliche
SUSY-Szenarien sagen leichte skalare Top-Quarks (Top-Squarks) und Higgsinos vo-
raus. Diese Arbeit präsentiert zwei Suchen mit einem isolierten Elektron oder Myon
im Endzustand, eine für die direkte Top-Squark-Produktion und eine für die direkte
Higgsino-Produktion. Die Analysen werden unter Verwendung von Daten aus Proton-
Proton-Kollisionen mit integrierter Luminosität von 139 fb−1 durchgeführt, die vom
Large Hadron Collider bei einer Schwerpunktsenergie von

√
s = 13 TeV bereitgestellt

und vom ATLAS-Detektor innerhalb der entsprechenden Jahre 2015 bis 2018 aufgeze-
ichnet wurden.

Wenn R-Parität erhalten ist, ist das leichteste supersymmetrische Teilchen (LSP) sta-
bil und ein potenzieller Kandidat für dunkle Materie. SUSY-Modelle mit R-Paritätsver-
letzung (RPV) sind ebenfalls motiviert und weisen weniger experimentelle Einschränkun-
gen auf als viele R-Paritätserhaltende-Modelle (RPC). Bei der ersten Suche wird RPC
mit einem bestimmten Top-Squark-Zerfall angenommen, bei dem die Massendifferenz
zwischen dem Top-Squark und dem LSP kleiner ist als die Masse des W -Bosons, sodass
jedes Top-Squark über einen Vier-Körper-Zerfall zu einem Bottom-Quark, zwei ver-
schiedenen leichten Fermionen und einem LSP zerfällt. Die zweite Analyse sucht nach
RPV SUSY mit einer direkten Higgsino-Paar-Produktion, die prompt in SM-Teilchen
zerfallen und durch hohe Jet- und b-Jet-Multiplizitäten im Endzustand gekennzeichnet
sind.

In beiden Suchen wird keine signifikante Abweichung von den erwarteten Standardmodell-
Ereignissen beobachtet, daher werden Ausschlussgrenzen bei 95% Vertrauensniveau in
Bezug auf das supersymmetrische Modell bestimmt. Für das RPC-Top-Squark-Modell
wird die Ausschlussgrenze im Vergleich zu den vorherigen Ergebnissen um 240 GeV
erweitert. Für die Higgsino-RPV-Analyse werden Higgsino-Massen bis zu 320 GeV aus-
geschlossen.
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Abstract
Supersymmetry (SUSY) is an extension of the Standard Model (SM) of particle physics
which predicts a supersymmetric partner for each particle in the SM. These new particles
would solve some of the problems in the Standard Model. Natural SUSY scenarios favor
light scalar top quarks (stops) and higgsinos. This dissertation presents two searches
with an isolated electron or muon in the final state, one for direct stop production and
another for direct higgsino production. The analyses are performed using data from
proton-proton collisions delivered by the Large Hadron Collider at a center-of-mass en-
ergy of

√
s = 13 TeV and recorded by the ATLAS detector within the years 2015 to

2018, corresponding to an integrated luminosity of 139 fb−1.

If R-parity is conserved, the lightest supersymmetric particle (LSP) is stable and a
potential dark matter candidate. SUSY models with R-parity violating (RPV) scenarios
are also motivated, with fewer experimental constraints than many R-parity conserving
(RPC) models. The first search assumes RPC with a particular stop decay where the
mass difference between the stop and the LSP is smaller than the W boson mass, re-
sulting in each stop decaying via a four-body process into a b quark, two different light
fermions, and the LSP. The second analysis searches for RPV SUSY with direct higgsino
pair production decaying promptly into SM particles characterized by high jet and b-jet
multiplicities in the final state.

In both searches, no significant excess over the Standard Model expectation is ob-
served. Exclusion limits at 95% confidence level are derived for the decay scenarios. For
the RPC stop model, the exclusion limit from the previous results is extended by 240
GeV, excluding stop masses up to 640 GeV for an LSP of 590 GeV. For the higgsino
RPV analysis, higgsino masses up to 320 GeV are excluded.

iii





Contents
1. Introduction 1

2. Theoretical Background 3
2.1. The Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1.1. Particle Content . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.2. The Standard Model as Gauge Theory . . . . . . . . . . . . . . . 6
2.1.3. Spontaneous Symmetry Breaking and Higgs Field . . . . . . . . . 11
2.1.4. Limitations of the SM . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2. Supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.1. Minimal Supersymmetric Standard Model (MSSM) . . . . . . . . 19
2.2.2. Neutralinos and Charginos . . . . . . . . . . . . . . . . . . . . . . 23
2.2.3. Scalar Top Quarks . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.4. Natural SUSY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.5. R-Parity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3. Experimental Apparatus 30
3.1. Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2. The ATLAS Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2.1. Coordinate System . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.2. Inner Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.3. Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.4. Muon Spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.5. Magnet System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.6. Luminosity Detector . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.7. Trigger and Data Acquisition System . . . . . . . . . . . . . . . . 39

4. Data and Simulation 41
4.1. Data Acquisition in LHC Run 2 . . . . . . . . . . . . . . . . . . . . . . . 41

4.1.1. Luminosity measurement . . . . . . . . . . . . . . . . . . . . . . . 41
4.1.2. Triggers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2. Monte Carlo Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.1. Event Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.2. Simulated Samples . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5. Event Reconstruction 49
5.1. Object Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.1.1. Tracks, Primary Vertex Reconstruction and Topo Clusters . . . . 49

v



Contents Contents

5.1.2. Electrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.1.3. Muons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.1.4. Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.1.5. bbb-tagging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.1.6. Overlap removal . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.1.7. Missing Transverse Momentum . . . . . . . . . . . . . . . . . . . 56

5.2. Event Cleaning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

6. Search Strategies 59
6.1. RPC stops and RPV higgsinos search strategies . . . . . . . . . . . . . . 59

6.1.1. RPC stops strategies . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.1.2. RPV higgsinos strategies . . . . . . . . . . . . . . . . . . . . . . . 60

6.2. Signal models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.2.1. Simplified models . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

6.3. Background events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.3.1. Discriminating variables . . . . . . . . . . . . . . . . . . . . . . . 66
6.3.2. Background estimation . . . . . . . . . . . . . . . . . . . . . . . . 67
6.3.3. Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . 69
6.3.4. Statistical treatments . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.3.5. Previous results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

7. Search for top squark pair production in the 4-body decay mode 79
7.1. Event preselections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7.2. Signal region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
7.3. Background estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

7.3.1. Control and validation regions . . . . . . . . . . . . . . . . . . . . 89
7.4. Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

7.4.1. Theoretical uncertainties results . . . . . . . . . . . . . . . . . . . 101
7.5. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

8. Search for RRR-parity violating supersymmetry in events with multiple jets
and one lepton 109
8.1. Analysis Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
8.2. Background Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

8.2.1. Jet Multiplicity Prediction . . . . . . . . . . . . . . . . . . . . . . 110
8.2.2. bbb-Jet Multiplicity Prediction . . . . . . . . . . . . . . . . . . . . . 113

8.3. Shape Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.3.1. Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.3.2. Adversarial Neural Network . . . . . . . . . . . . . . . . . . . . . 116

8.4. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.4.1. ANN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.4.2. Distance Correlation . . . . . . . . . . . . . . . . . . . . . . . . . 123

vi



Contents Contents

9. Search for Mono-Top Signatures in Compressed SUSY Scenarios 126
9.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

9.1.1. Region to Target . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
9.1.2. Mono-top Cross-sections . . . . . . . . . . . . . . . . . . . . . . . 129

9.2. Signal Regions Optimization . . . . . . . . . . . . . . . . . . . . . . . . . 131
9.2.1. Leptonic Final State . . . . . . . . . . . . . . . . . . . . . . . . . 132
9.2.2. Hadronic Final State . . . . . . . . . . . . . . . . . . . . . . . . . 133

9.3. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

10.Discussion 138

11.Conclusion 140

Appendices 149

A. bffN bbb-tag High Negative Event Weights in WCR Selection 150

B. Additional plots for the theoretical systematic uncertainties 154
B.1. Signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
B.2. tt̄tt̄tt̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
B.3. WWW+jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

C. Choice of the ANN Decision Metric Parameters 158

D. Metric Plots 162

E. Mono-Top Discriminating Variables 165

vii





1. Introduction
With the discovery of the Higgs boson by the ATLAS and CMS collaborations at the
Large Hadron Collider in 2012 [1, 2], the successful history of finding experimental ev-
idence for the fundamental building blocks of nature continued. It was the last undis-
covered particle of the Standard Model (SM) of particle physics, a theory developed
throughout the second half of the 20th century that has become one of the most success-
ful theories to date [3–6]. The SM explains many experimental results with remarkable
precision.

As the experimental results improved, some observations that cannot be explained
by the SM have appeared. For example, the existence of dark matter (DM) is strongly
supported by astronomical observations [7–11], but no SM particle satisfies the postu-
lated properties of DM. There are four forces that interact between particles: the weak,
strong, electromagnetic, and gravitational forces. The SM framework summarizes the
former three forces but does not contain the gravitational force. There is a huge gap
between the energy scale of gravity and the mass of the Higgs boson, which seems to be
unnatural, and it is difficult to explain within the regime of the SM. This huge gap may
affect the mass of the Higgs boson and the stability of the electroweak vacuum due to
quantum loop corrections.

Many particle physicists are trying to solve these problems by finding new physics
beyond the standard model. It is strongly believed that an extension of the SM can
account for the unexplained phenomena in the SM framework. Many theories could
explain these mysteries, but none of them has been experimentally confirmed. Super-
symmetry (SUSY) [12–17] is one of the main candidates for a unified theory beyond the
SM. It introduces a symmetry between fermions and bosons, so the number of elemen-
tary particles will be roughly doubled. SUSY was proposed in the 1970s based on the
quantum field theory, and it is now a well-established concept in particle physics though
no evidence of SUSY has been found yet.

The search for SUSY is intensively performed at the European Organization for Nu-
clear Research (CERN) where the Large Hadron Collider (LHC) is located and collides
protons with a center of mass energy of 13 TeV. In these high energetic reactions many
other particles can be created, possibly also supersymmetric particles. A natural choice
for SUSY parameters (naturalness [18, 19]) makes the SUSY partners of the top (stop)
and the Higgs (higgsino) to be not much heavier than the lightest SUSY particle, being
potentially within the reach of the LHC. This calls vividly for searching them at the
LHC. Experimental evidence of at least one of these new particles as an excess over the
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CHAPTER 1. INTRODUCTION

prediction of the SM processes in data would indicate the existence of new physics.

In many SUSY models, a conserved quantity, R-parity 1 [20], is often introduced to
avoid rapid proton decay. Conserved R-parity renders the lightest supersymmetric parti-
cle (LSP) stable and only interacting weakly with ordinary matter, making it a potential
DM candidate [21, 22]. The vast majority of SUSY searches assume R-parity conserva-
tion (RPC) which typically comes with large missing transverse momentum (with the
magnitude referred to as Emiss

T ) that results from the two undetected LSPs. The re-
quirement of large Emiss

T is a powerful strategy for separating the SUSY signal from SM
processes. However, it also sacrifices sensitivity to a variety of beyond-SM models with
no or little Emiss

T . Complementary to the Emiss
T -based SUSY searches are the R-parity

violating (RPV) SUSY searches providing an excellent coverage of phase space [23,24].

This thesis presents the search for supersymmetry through two models focusing on
events with one isolated electron or muon in the final state. The first one assumes RPC
searching for direct stop pair production [25] in a particular region where the mass dif-
ference between the stop and the LSP is smaller than the W boson mass. This is the
main target of this dissertation because a complete high-energy physics analysis was
performed. Each stop would decay via a four-body process into a LSP, and low mo-
mentum objects such as a b quark and two different fermions. A large amount of Emiss

T ,
low momentum b-jets, and a low momentum electron or muon are expected in the final
state. In this search, the sensitivity of the signal model is improved by utilizing the
shape differences of the signal model and the dominant standard model background in
the distributions of the most discriminating kinematic variables.

The second analysis presents a search for RPV SUSY with a direct higgsino produc-
tion decaying promptly via an RPV coupling to SM particles [26]. The final states are
characterized by high jet and b-jet multiplicities and one isolated muon or electron. The
analysis strategy relies on machine learning techniques aiming to reach higgsino sensi-
tivity.

The theoretical framework of the SM and SUSY is reviewed in Chapter 2. The LHC
and ATLAS’ experimental apparatus are described in Chapter 3. The data and Monte
Carlo simulation used in the searches are explained in Chapter 4. In Chapter 5, the stan-
dard reconstruction algorithms used in ATLAS are documented. The general analysis
strategy of the RPC stops and RPV higgsinos searches is presented in Chapter 6. The
RPC stops analysis is described in Chapter 7. Chapter 8 presents the RPV higgsinos
search. The results of both analyses are discussed in Chapter 10. Finally, conclusions are
presented in Chapter 11. An extra analysis is shortly mentioned in Chapter 9 showing
preliminary studies for a new SUSY process named the supersymmetric Monotop.

1A multiplicative quantum number, referred to as R-parity, is introduced in SUSY models in order to
jointly conserve baryon and lepton (B-L) number. R-parity is 1 (-1) for all SM (SUSY) particles.
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2. Theoretical Background
Particle physics main goal is to describe nature at the smallest observable scales, gov-
erned by quantum mechanics and special relativity. Experimental observations are inter-
preted in the context of the Standard Model (SM), a quantum field theory with specific
gauge structure and matter content. It describes the electromagnetic, weak, and strong
forces, and the field interactions. The structure and parameters of the theory are en-
coded in a Lagrangian density, from which experimental predictions may be calculated.
This chapter will describe the structure of the SM and some known limitations.

2.1. The Standard Model
Since the discovery of the electron in 1897 by J. J. Thomson [27], elementary particle
physics has made extraordinary progress in understanding the fundamental processes in
the universe. The Standard Model (SM) of particle physics is a relativistic quantum
field theory that incorporates three (out of four) fundamental interactions in nature:
electromagnetic, weak, and strong interactions. Experimental results can be accurately
described by the Standard Model. From a theoretical point of view, the SM unified the
electromagnetic and the weak force, and it successfully included the strong force. As a
consequence, it leads to its current formulation as described in more detail in [28].

2.1.1. Particle Content
The SM includes four types of particles with an integer spin number1 that follow the
Bose-Einstein statistics and are called gauge bosons, plus a Higgs boson that follows the
same statistics but with spin 0. It also includes twelve particles with half-integer spin
number that follow the Dirac-Fermi statistics called fermions.

Fundamental forces are described by a quantum field theory. Quantum electrodynam-
ics (QED) is the theory that explains electromagnetism by the exchange of photons (γ)
between charged particles. The second fundamental force is the weak nuclear force, me-
diated by the Z and W bosons. The W and Z bosons are massive, carriers of the weak
charge, and self-interacting particles. The W boson is electrically charged and exists in
two variants, the positive (W+) and the negative (W−), and the Z boson is electrically
neutral (Z0). The unification of the weak force with QED, forming the electroweak
theory, was developed by S.L. Glashow, S. Weinberg and A. Salam [29–31]. Finally,

1Using the common convention in high energy physics c = ~ = 1.
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2.1. THE STANDARD MODEL CHAPTER 2. THEORY

Table 2.1.: Bosonic particle content of the SM. The spin and mass values were taken
from reference [32] and are rounded to three significant digits.

Particle Electric charge Spin Mass

gluon (g) 0 1 0
photon (γ) 0 1 0

W± ±1 1 80.4 GeV
Z 0 1 91.2 GeV

Higgs (H) 0 0 125.1 GeV

Table 2.2.: Basic properties of the twelve fundamental fermions separated into leptons
and quarks. All listed particles have a spin of 1/2. The masses are taken
from reference [32] and are rounded to three significant digits, if known to
this precision. Neutrinos also have masses, though they are very small. In
the SM they are treated as completely massless.

Generation Quarks Q [e] Mass Leptons Q [e] Mass

1 up (u) +2/3 2.2 MeV neutrino (νe) 0 ≈ 0
down (d) -1/3 4.7 MeV electron (e) -1 0.511 MeV

2 charm (c) +2/3 1.28 GeV neutrino (νµ) 0 ≈ 0
strange (s) -1/3 95 MeV muon (µ) -1 106 MeV

3 top (t) +2/3 173 GeV neutrino (ντ ) 0 ≈ 0
bottom (b) -1/3 4.18 GeV tau (τ) -1 1.78 GeV

the strong nuclear force is mediated by gluons (g) which, like the photon, are assumed
to be massless and its respective quantum theory is quantum chromodynamics (QCD).
Gluons carry color charge2 which can take three values: red, blue and green3. They can
interact with themselves, as the weak bosons, explained in more detail in [33] and in the
following section.

The mediators of the fundamental interactions in the SM are shown in Table 2.1. In
the case of gravity, a complete quantum field theory has to be developed, nevertheless, it
is assumed to be too weak to play a significant role in particle physics. Unlike the gauge
bosons, the Higgs boson is a massive spinless particle which is the only elementary scalar
particle discovered in nature. The Higgs boson is essential to formulate a theory explain-

2Gluons are mixtures of different color-anticolor combinations [33].
3Plus anti-red, anti-blue, and anti-green.
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CHAPTER 2. THEORY 2.1. THE STANDARD MODEL

ing the mass of the gauge bosons, known as the Brout-Englert-Higgs mechanism [34,35]
explained in Section 2.1.3. The Higgs boson is the excited state4 of the Higgs field from
this mechanism.

Fermions are the building blocks of matter and classified into leptons and quarks. They
can be further classified into three generations containing two particles each. In total,
there are twelve particles with half-integer spin number as seen on Table 2.2. In this
table, the anti-particle content is not taken into account, but there exists an anti-particle
for every fermion listed with the same mass and opposite charge; this is a consequence
of the Dirac equation of relativistic quantum mechanics describing the fermion dynamics.

The first group of fundamental fermions are the quarks. They are six: up (u), down
(d), charm (c), strange (s), top (t), and bottom (b), as shown in Table 2.2. Each gen-
eration contains a doublet of particles with electric charge +2/3 (up-type) and -1/3
(down-type). Unlike leptons, quarks carry an additional quantum number, the color
charge [33]. Isolated quarks cannot be observed due to a phenomenon known as confine-
ment. Moreover, they can only be found as bound states referred to as hadrons. Hadrons
are color-neutral, either as a meson (quark-antiquark system) or as a baryon (quark-
quark-quark system). Anti-quarks have the same mass and spin as their corresponding
quarks but opposite electric and color charges. The formation of hadrons out of quarks
and gluons is called hadronization, and can give rise to cascades of hadrons or other par-
ticles, referred to as jets. Quarks, which have color-, weak-, and electromagnetic-charge,
interact with each other through all three forces incorporated in the SM.

Leptons do not take part in the strong interaction and they constitute the second
group of fundamental fermions. They can be subdivided in two classes: charged leptons
and neutral leptons. The electron (e), muon (µ) and tau (τ) are massive and have an
electric charge of −e (1.602×10−19 C [32]), and interact via both electromagnetic and
weak interactions. The neutrinos (νe, νµ, ντ ) are taken to be massless in the SM5 and are
electrically neutral, therefore, only interact via the weak interaction. As a consequence,
the W boson is the mediator in the conversion from a charged lepton to its neutrino and
vice-versa. The muon and tau have the same properties as the electron except for their
masses and lifetime.

4In quantum mechanics, an excited state of a system is any quantum state that has a higher energy
than the ground state (i.e. more energy than the absolute minimum) [36].

5The observation of neutrino oscillations shows that the neutrinos should have a small mass [32].
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2.1. THE STANDARD MODEL CHAPTER 2. THEORY

2.1.2. The Standard Model as Gauge Theory

The SM can be described as a non-Abelian Yang-Mills gauge theory based on the sym-
metry group:

SU(3)C ⊗ SU(2)L ⊗ U(1)Y (2.1)
with SU(2)L⊗ U(1)Y representing the underlying symmetry of the electroweak theory,
and SU(3)C three colored degrees of freedom. The hypercharge is represented by Y and
explained in more detail in the following subsections. SU(2)L is the symmetry group of
the weak interaction which only couples via the weak isospin to left-handed (L) particles
and right-handed (R) antiparticles. Gauge theories build the mathematical foundation
to describe interactions in the SM. A basic concept of the Lagrangian formalism will
be presented because it is essential for the understanding of the relationship between
particles and forces. Detailed descriptions may be found in references [37,38].

In this framework, particles are not treated as a discrete mass point but as a contin-
uous system represented by a field φ(~x, t). The main mechanism is taken from classical
mechanics were a Lagrangian L(q, q̇, t) describes a system in motion and dependent on
the generalized coordinates qi with their time derivatives (velocities) q̇i. Analogously to
a field theory, a Lagrangian with density L(φ, ∂µφ) is a function of the fields φi, and
their time derivatives with respect to the space-time coordinates xµ = (t, x1, x2, x3).
Incorporating the fields φ with the action S:

S =
∫
Ldt =

∫
L(φ, ∂µφ)d4x (2.2)

By the principle of least interaction δS, the Euler-Lagrange equations are obtained and
describe the dynamics of a system. If L has more than one field φ, the Euler-Lagrange
equation acts separately on each field φi, leading to [37]:

∂µ( ∂L
∂(∂µφi)

)− ∂L
∂φi

= 0 (2.3)

The advantage of the Lagrangian formulation is that all resulting expressions are
Lorentz invariant. According to Noether’s theorem, the invariance of physics laws under
a continuous transformation is related to a conservation law [37, 39]. For example, the
symmetry under translations in time results in the conservation of energy. Similarly, the
conservation of electric charges originates from the invariance of Quantum Electrody-
namics (QED) under gauge transformations. As an example, the Dirac Lagrangian of
a free fermion described by the four-component complex spinor field ψ(x) and mass m
looks like

L = ψ̄(x)(iγµ∂µ −m)ψ(x) (2.4)

6
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where γµ denotes the Dirac matrices6. The hermitian adjoint of the field ψ̄ is defined as
ψ̄ = ψ†γ0. The Lagrangian density L has a global U(1) symmetry under transformations
of the form:

ψ(x)→ e−iQαψ(x) (2.5)
with Q as the fermion charge and α an arbitrary real number. However, L is not gauge
invariant, i.e. is not invariant under local transformations with a space-time dependent
α(x). To achieve gauge invariance, ∂µ in equation 2.4 is substituted by the covariant
derivative Dµ

Dµ = ∂µ + iQAµ(x) (2.6)

Here, Aµ represents a massless vector field that interacts with the fermion field. The
strength of the interaction is proportional to Q. The Aµ field transforms like:

Aµ(x)→ Aµ(x)− 1
Q
∂µα(x) (2.7)

With this, L becomes the Lagrangian of QED:

LQED = ψ̄(iγµDµ −m)ψ − 1
4FµνF

µν (2.8)

with 1
4FµνF

µν as the kinetic term, which is already invariant under U(1) transformations
and contains the field strength tensor of electromagnetism:

Fµν = ∂µAν − ∂νAµ (2.9)
and it is invariant under transformations of Aµ. Equation 2.9 represents the photon field
(Aµ).

The steps to achieve gauge invariance in QED can be generalized to non-abelian gauge
groups like SU(N), which describe special unitary matrices of dimension N with a unit
determinant. QED is based on a U(1) symmetry group, leading to a single vector field
formalism, while a Yang-Mills theory has as many gauge bosons as there are generators
in the underlying group. The symmetry group SU(N) has N2− 1 generators. Therefore,
a Yang-Mills theory based on the group SU(2) has three, while for SU(3) there are eight
associated gauge fields. In addition to the coupling to fermions, Yang-Mills’ theories
also allow for self-interactions of gauge fields with triple and quartic couplings.

Quantum chromodynamics SU(3)CCC
The strong nuclear force acts between colored particles. It is described by Quantum
Chromodynamics (QCD) [37, 40]. Instead of a positive and a negative charge like in
QED, the strong interaction couples to the color-charge which is only carried by quarks

6The Dirac matrices notation follows γ5 = iγ0γ1γ2γ3 =
(

0 I
I 0

)
with I the identity matrix.

7
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and gluons. Gluons carry one color and one anti-color each, leading to a color-octet.
There are eight gluon states that correspond to a combination of color and anti-color,
and as they carry color charge, they can interact with each other. The correspond-
ing gluon singlet7 is not realized in nature because it would be a color-neutral particle
freely propagating allowing for long-range strong interactions, which has not been ob-
served [41]. Mathematically, the strong interaction is equal to a SU(3) gauge group with
eight generators, due to the eight gluons. It is referred to as a SU(3)C gauge group due
to the color charge interaction, where the subscript C indicates that the strong force
only acts on particles with color charge.

As previously described, local gauge invariance is satisfied by introducing a covariant
derivative:

Dµ = ∂µ − igs
λa

2 G
a
µ (2.10)

where gs is the strong coupling constant usually defined by αs = g2
s/4π analogous to the

fine-structure constant. The SU(3) generators are represented by λa as the Gell-Mann
matrices. The index a runs from 1 to 8. New vector fields Ga

µ are introduced which
correspond to eight massless gluon fields. The gluon field tensor strength is given by

Ga
µν = ∂µG

a
ν − ∂νGa

µ + gsf
abcGb

µG
c
ν (2.11)

with fabc as the structure constants of the SU(3) symmetry. The QCD Lagrangian is
obtained as:

LQCD =
∑
q

q̄(iγµDµ −m)q − 1
4G

a
µνG

a,µν (2.12)

The quark field is represented by q̄ and q where the sum runs over six different quark
flavors. The last term in Equation 2.12 represents the kinetic term of the gluon fields
which is responsible for the non-Abelian nature of QCD and describes the self-interaction
of gluons. Apart from quark-gluon interactions, the gluon fields can also undergo self-
interacting with triple and quartic vertices. This gluon-gluon self-interaction induces
important features of QCD, as additional bosonic loops which are possible [42]. As a
consequence, the coupling strength becomes dependent of the momentum scale (αs(q2)),
meaning that αs decreases with increasing momentum scale. Therefore, quarks and glu-
ons act as free particles at short distances. This QCD property is known as asymptotic
freedom. In this regime, QCD processes can be calculated using perturbation theory.
However, at large distances QCD becomes non-perturbative and quarks and gluons are
confined in color-neutral states, referred to as color confinement [37]. This is the reason
why quarks and gluons are not seen as free particles. Instead, they can only be found
as bound states referred to as hadrons as explained in section 2.1.1.

7(|rr〉+ |bb〉+ |gg〉)/
√

3.
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Electroweak unification SU(2)L⊗ U(1)Y
In the SM, the electromagnetic and weak interactions are described in a common theory
of electroweak interactions, based on the symmetry group SU(2)L× U(1)Y . It was shown
by the Wu experiment [43] and polarization studies [44] that fermions produced in weak
interactions are polarized8. Particles can be left handed9 or right handed10. Neverthe-
less, the weak force does not conserve parity, meaning that fermions that participate
in weak interactions are only left handed11 in the limit when the mass of the fermion
mf → 0.

The transformations of the SU(2)L× U(1)Y group act differently on left and right-
handed fermion fields. Chirality is introduced to distinguish left- and right-handed
fermions, for a Dirac fermion is defined through the operator γ5 with eigenvalues ± 1.
Any Dirac field can thus be projected into its left- or right-handed component with the
projection operators PL and PR

12 as

ψL = PLψ, ψR = PRψ (2.13)

SU(2)L represents the weak isospin group. The conserved quantum number of the
weak interaction is the weak isospin I where I3 is the z-component of I. The states are
labeled in terms of I and I3 leading to an isospin symmetry [37]. Each doublet has a
weak total isospin of I = 1/2, and individually, the upper components of the doublet
have I3 = +1/2 and the down components I3 = −1/2. The weak isospin doublets consist
of an up-type and a down-type quark, or of a charged lepton and its associated neutrino:(

νe
e−

)
L

,

(
νµ
µ−

)
L

,

(
ντ
τ−

)
L

,

(
u
d′

)
L

,

(
c
s′

)
L

,

(
t
b′

)
L

(2.14)

with the subscript L appended to the group name. Transformations of the weak isospin
group proceed always within the same doublet. For leptons, the doublets are identical
to the mass eigenstates of a given generation. This means that a charged lepton ` could
transform into its corresponding neutrino ν` and vice-versa through the weak interac-
tion. However, this is not the case for quarks, hence a prime symbol is appended to the
down-type quarks in the definition from 2.14 [37].

An up-type (down-type) quark will still predominantly transform into the correspond-
ing down-type (up-type) quark of its generation. It is also possible, with a smaller
probability, that it goes into a down-type (up-type) quark of another generation. For
example, charm quarks decay mostly into strange quarks, but transitions into a down
or bottom quark can occur, too. This is indicated by s′. The different quark-transition
probabilities are given by the magnitude squared elements of the Cabibbo-Kobayashi-

8Depending on their velocity β = v/c [44].
9When the particle spin points in opposite direction of their momentum vector.

10When the spin of the particle points in the same direction as the momentum vector.
11And right-handed antifermions.
12PL = 1

2 (1− γ5) and PR = 1
2 (1 + γ5)
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Maskawa (CKM) matrix.

Right-handed fermions fields are singlets and do not participate in the weak inter-
actions, so they have an isospin of 0. As a result, right-handed particle states do not
couple to the gauge bosons of the SU(2)L symmetry. A SU(2)L singlet consist only of a
quark or a charged lepton, as there are no right-handed neutrinos in the SM.

For the U(1) group, the charge operator needs to produce the same eigenvalues for
members of each left-handed fermion doublet. Such charge should be related to the
electric charge Q and the third component of the isospin I3 in the form called hypercharge
(Y ) defined by the Gell-Mann-Nishijima relation [45]:

Y = Q− I3

2 (2.15)

The unitary group is denoted U(1)Y because the expression from equation 2.15 intro-
duces a weak hypercharge invariant under the isospin construction.

The procedure to form a gauge invariant theory is the same as shown before for QED.
Local gauge invariance for SU(2)L and U(1)Y symmetries are satisfied by introducing
the covariant derivative for left- and right-handed fermion fields as:

DL
µ = ∂µ − ig2

σa

2 W
a
µ + ig1

Y

2 Bµ (2.16)

DR
µ = ∂µ + ig1

Y

2 Bµ (2.17)

with three generators of the SU(2) symmetry σa written in terms of the Pauli matrices13.
The U(1)Y coupling constant is g1, and g2 is the coupling constant of SU(2)L. Three
new gauge fields W a

µ (with a = 1, 2, 3) are introduced. The hypercharge Y is described
in equation 2.15 and Bµ is the fourth bosonic field introduced in the electroweak model.
The gauge field W a

µ couples with strength g2, while the gauge field Bµ couples through
g1 with different strength to left- and right-handed fermions14.

The Lagrangian density for the electroweak (EWK) model results:

LEWK =
∑
f

ψ̄fLiγ
µDL

µψ
f
L +

∑
f

ψ̄fRiγ
µDR

µψ
f
R −

1
4W

a
µνW

a,µν − 1
4BµνW

µν (2.18)

The sum over f represents the fermion content, including left- and right-handed states.
The terms W a

µν and Bµν are the field strength tensors related to the respective gauge

13Where σa = {σ1, σ2, σ3} and σ1 =
(

0 1
1 0

)
, σ2 =

(
0 − i
i 0

)
, σ3 =

(
1 0
0 − 1

)
.

14Proportional to the hypercharge Y, as described in more detail in reference [49].
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fields as:

Bµν = ∂µBν − ∂νBµ (2.19)
W a
µν = ∂µW

a
ν − ∂νW a

µ − g2ε
abcW b

µW
c
ν (2.20)

Here, εabc is the structure constant of SU(2) resulting in gauge self-interactions given
by the antisymmetric Levi-Civita tensor.

At this stage all gauge and fermion fields are predicted to be massless. This is obvi-
ously a contradiction with the experimental observations. In the SM, the mass terms
are obtained by introducing a Higgs field and the concept of spontaneous symmetry
breaking to the theory, explained in Section 2.1.3.

2.1.3. Spontaneous Symmetry Breaking and Higgs Field
The Higgs sector in the SM is composed of an isospin doublet with complex scalar
fields [34, 35]:

φ(x) =
(
φ+

φ0

)
(2.21)

where φ+ has an electric charge of +1 and φ0 is electrically neutral. The field φ has
Y = 1 with I = 1/2. Consequently the same covariant derivative (Dµ) for the left
handed fermion fields, as in equation 2.16, is applied to φ. The scalar field contributes
to the SM Lagrangian as

LH = (Dµφ)†(Dµφ)− V (φ) (2.22)

The Hermitian conjugate of a four-component particle state is denoted by the dagger
symbol (†) as φ† = (φ∗T ). V (φ) represents the potential whose ground state follows
different symmetries than the system, represented by:

V (φ) = −µ2φ†φ+ λ

4 (φ†φ)2 (2.23)

where λ and µ are two real free parameters, and λ is positive. In the ground state of
the theory (or vacuum state) V (φ) should be minimal. The potential has a Mexican-
hat shape as seen on Figure 2.1 and has a minimum for field configurations satisfying
φ†φ = 2µ2/λ. The vacuum expectation value, v, of the scalar field φ corresponds to the
minimum of the potential V (x) chosen as the expectation value of φ (〈φ〉) as:

〈φ〉 = 1√
2

(
0
v

)
where v = 2µ√

λ
≈ 246GeV (2.24)

The choice of the minimum breaks the symmetry of the Lagrangian LH spontaneously.
From the formula relating v with the Fermi constant GF , v = (

√
2GF )−1/2, v was found

11
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Figure 2.1.: Illustration of the Mexican hat shaped Higgs potential V (φ) with µ2 > 0
(as in Equation 2.23 the µ is chosen to have a negative coefficient). The
blue spheres represent the state of the system at the point of spontaneous
symmetry breaking in the ground state φ0. In this figure one could have two
possibilities of fluctuations around the ground state: around the azimuthal
angle and the radius [50].

to have the value of ≈ 246 GeV, determined from muon decay measurements [46–48].
This relation describes the effective coupling constant of a four-fermion interaction in
the Fermi’s weak decay theory obtained from muon lifetime measurements.

The Higgs field φ can be expanded around the vacuum expectation value

φ = 1√
2

(
φ1(x) + iφ2(x)
v +H(x) + iχ(x)

)
(2.25)

where H, χ, φ1 and φ2 are newly introduced scalar fields. The Higgs potential becomes:

V = µ2H2 + µ2

v
H(H2 + χ2 + φ2

1 + φ2
2) + µ2

4v2 (H2 + χ2 + φ2
1 + φ2

2)2 (2.26)

In equation 2.26, the H represents a neutral scalar particle with mass mH =
√

2µ.
No mass terms exist for the other three fields χ, φ1 and φ2. This agrees with the
Nambu-Goldstone theorem [51], which postulates the existence of a massless particle for
every spontaneously broken continuous symmetry. They can be removed from L with a
suitable gauge transformation.

12
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The kinematic term (Dµφ)†(Dµφ) of LH in Equation 2.22, leads to a coupling of H
with the gauge fields and mass terms of the gauge bosons as

LH =∝ v2

8 [ g2
2(W 1

µ)2 + g2
2(W 2

µ)2 + (−g2W
3
µ + g1Bµ)2] (2.27)

through which W a
µ and Bµ acquire mass. The physical charged bosons are defined as

the superposition of the first two components by

W±
µ = 1√

2
(W 1

µ ∓ iW 2
µ) (2.28)

and the neutral boson defined as the third component W 0
µ = W 3

µ . The neutral gauge
fields W 3

µ and Bµ mix to form the physical states Aµ and Zµ, which are associated with
the photon and the Z0 boson, defined by the electroweak mixing angle θW 15:

Aµ = Bµ · cos θW +W 3
µ · sin θW (2.29)

Zµ = −Bµ · sin θW +W 3
µ · cos θW (2.30)

The invariance under local SU(2)L⊗ U(1)Y transformations leads to the existence of
the W±, Z0 and the photon (γ) 16.

The Aµ corresponding to the photon field of the electromagnetic symmetry group
U(1)EM remains massless. The masses of the bosons are given by

mW = g2

2 v, mZ =

√
g2

1 + g2
2

2 v, mA = 0. (2.31)

and are related to the electroweak coupling constant with

cos θW = g2√
g2

1 + g2
2

= mW

mZ

(2.32)

To summarize, the bosons of the weak interaction acquire their masses through the
Brout-Englert-Higgs mechanism when the symmetry gets spontaneously broken with a
non-zero vacuum expectation value.

Fermions also get their masses through the Brout-Englert-Higgs mechanism by gauge-
invariant Yukawa interactions with the Higgs field. The Lagrangian describing the
Yukawa interaction is represented by

LY ukawa = −λ`L̄Lφ`R − λdQ̄LφdR − λuQ̄Lφ
cuR + h.c. (2.33)

15Also named the Weinberg angle.
16While the W boson only couples to left-handed fermions, the coupling of the photon is the same for

any handedness.
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where LL and QL are the left-handed lepton and quark doublets with the Yukawa cou-
plings for the corresponding fermion type given by λ`, λd, and λu. The leptonic right-
handed fields are denoted by `R, while dR and uR indicate the up-type and down-type
right-handed fields. The term φc specifies the charge conjugate of the Higgs field. The
last term, h.c. stands for hermitian conjugate of the previous three terms. Extra quark
coupling terms could be added mixing quark-generations. The Cabibbo-Kobayashi-
Maskawa matrix Vij [52,53] describes them where the off-diagonal entries represent the
probability of transition between one quark generation and another in the weak inter-
action. No transitions between lepton generations in the SM are achieved due to the
absence of right-handed neutrinos [37]. The mass of a fermion f is given by

mf = λf
v√
2

(2.34)

The vacuum expectation value v of the Higgs field gives rise to the mass of the fermion
mf . Equation 2.34 shows that the higher the mass of the fermion is, the stronger is its
coupling strength to the Higgs field.

2.1.4. Limitations of the SM
The SM successfully provides with accurate precision the known phenomena in high
energy physics. It describes the known elementary particles and their electromagnetic,
weak, and strong interactions. However, it still leaves some open questions. Because of
some of the SM limitations presented in this subsection, one of the most pressing issues
in particle physics today is to find a suitable beyond-the-Standard-Model (BSM) theory.

Hierarchy and Fine-Tuning Problem
At the LHC energy scale, gravity does not play an important role. Nevertheless, at a
reduced Planck scale MP = (8πGNewton)−1/2 = 2.4 × 1018 GeV, quantum gravitational
effects become important and the forces are expected to become alike [17]. The electro-
magnetic and weak forces become unified at the electroweak energy scale MW defined
by the vacuum expectation value of the Higgs field in the order of 102 GeV. MW and the
MP scale differ by 16 orders of magnitude in energy. The fact that the ratio MP/MW is
so high is considered unnatural and a good motivation to search for new physics beyond
the SM. This big discrepancy between the two energy scales is often referred to as the
hierarchy problem.

Taking into account higher orders in Feynman diagrams, the parameters µ2 and λ
from the Higgs potential are corrected by loop diagrams from each particle that couples
to the Higgs field17. These corrections are proportional to the coupling λ2

f to a fermion
f and therefore proportional to the mass of the fermion m2

f as shown in Figure 2.2 (a).
This leads to a squared Higgs mass m2

H correction. To get the experimental Higgs mass,
17With a 125 GeV Higgs mass, the parameters are taken to be µ = −(92.9 GeV) and λ = 0.126 [17].
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a cancellation between this correction and the bare Higgs mass squared should happen.
This cancellation requires incredible fine-tuning of the bare Higgs squared mass violating
the naturalness [42] principle. As a fermion f couples to the Higgs boson with a term in
the Lagrangian −λfHff̄ , the mass of the Higgs boson should be modified by quantum
corrections caused by virtual loop diagrams by [17]:

∆m2
H = −|λf |

2

8π2 Λ2
UV + ... (2.35)

where λf is the coupling strength of the fermion to the Higgs boson and Λ2
UV is an ul-

traviolet momentum cutoff. It should be interpreted as the least energy scale where new
physics phenomena could alter the high-energy behavior of the theory. For example, if
Λ2
UV is taken to be in the order of MP , the Higgs squared mass parameter µ2 is about

30 orders of magnitude in energy higher than measured. This is a direct problem, not
only to the Higgs squared mass corrections, but for all the SM particle masses which
are obtained by the vacuum expectation value of the Higgs field, so that the entire mass
spectrum of the SM is directly or indirectly sensitive to the cutoff ΛUV [17]. This amount
of tunning is not considered natural in the theory.

Figure 2.2.: Loop corrections to the Higgs squared parameter m2
H due to (a) a fermion

f and (b) a scalar boson S. [17]

A scalar boson S can be introduced as shown in Figure 2.2 (b), as a solution to this
problem as it also couples to the Higgs field via a term −λS|H|2|S|2 in the Lagrangian.
The quantum corrections of these new particles could cancel out the loop integrals
induced by the known SM particles. Supposing there exists S with mass mS, such scalar
particle would induce a further quantum correction to mH as:

∆m2
H = λS

16π2 Λ2
UV + ... (2.36)

The term λS represents the coupling between the scalar particle and the Higgs field.
By comparing Equations 2.35 and 2.36, it seems that fermions and bosons can relate
by the relative minus sign between fermion loop and boson loop contributions to m2

H .
Under this assumption, each of the quarks and leptons of the SM would be accompanied
with two complex scalars |λf |2 = λS, then Λ2

UV contribution will be nicely canceled. This
is a very elegant solution independent on the cutoff scale which has as a consequence a
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stable Higgs mass, giving rise to a bosonic and fermionic symmetry.

Dark Matter
Cosmological observations have revealed that visible matter observed by telescopes is
not enough to account for the estimations of matter in the universe. It has been known
for decades that the largest fraction of mass in the entire universe is non-luminous.
The invisible matter is called dark matter (DM). Fritz Zwicky studied in 1933 nebulae
clusters [54]. The clusters appeared to be gravitationally bound, but all the luminous
material inside them did not add up to the sufficient mass to retain the fast-moving
galaxies. He found that the average density in the Coma system needed to be at least
400 times larger than the results derived from luminous matter observations, leading to
the conclusion that dark matter should be present in a larger amount than luminous
matter and that most of the clusters’ mass is not visible. Figure 2.3 shows another piece
of evidence for DM: the rotation velocity of the galaxy M33 [55]. The expected rotation
velocity from the visible disk around the galaxy should have a peak at a certain distance
from the center (R), and then decrease as a function of R. The rotation velocity of the
galaxy M33 did not follow the classical expectations given by the shape of the luminous
contributions. On the contrary, the rotation velocity seemed quite flat at larger dis-
tances away from R. This would indicate that there is more matter than expected. The
rotation velocity was also observed using the 21 cm line emitted from hydrogen atoms
indicating additional invisible material around the galaxy in the shape of a halo.

Figure 2.3.: The rotation velocity of the galaxy M33 as a function of the distance from
the center of the galaxy [55]. The points show the observed M33 rotation
curve with the best fit model (solid line). The contribution of the halo
(dashed-dotted line), stellar disk (short dashed line) and gas (long dashed
line) are shown together.

Another evidence of the existence of dark matter was given by gravitational lensing
effects [56]. According to the general relativity theory, space is bent by gravity. By
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this principle, if light emitted by a distant source would pass by a very massive object
it should deviate from its straight path. Consequently, the massive object will act as
an optical lens and it will bend light proportional to the mass of this massive object.
This effect was first observed in 1919 during the solar eclipse in front of Hyades star
cluster, whose stars appeared to be displaced as they passed close to the the sun [57]
giving experimental verification of general relativity. The lensing effect presented re-
sults that required concentrations of unseen matter more massive than expected from
the plasma [58].

Unification of Forces
The coupling constants of the presented forces are very different. However, the gauge
couplings are not a fixed value but dependent on the energy scale. The unified descrip-
tion of the electromagnetic and the weak forces gave rise to a possible unified theory.
The extrapolation of the coupling constants of the electromagnetic, weak, and strong in-
teractions at high energies and scales is shown in Figure 2.4 left. In the SM description,
the coupling constants run into each other but do not reach the same value at the same
energy. While the SM description must unify the electromagnetic and the weak forces,
it is not possible to unify the electroweak and the strong force [37]. When extrapolating
the coupling constants behavior to high energies within the SM, a unifying value is not
obtained. In Figure 2.4 right, new particles at a TeV scale have been introduced making
the unification of the three forces possible. For this to happen a new physics model
would be needed.

Figure 2.4.: Left plot: Extrapolation to high energies of the inverse gauge couplings ( 1
α

)
of the electromagnetic (α1), weak (α2) and strong (α3) interactions as in
the SM. On the right plot the illustration of the extrapolation in a minimal
supersymmetric extension of the SM chosen to meet at some point around
the Planck scale in a logarithmic scale [59].
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2.2. Supersymmetry
An extension to the SM is needed to solve the problems presented in the previous
section. Supersymmetry (SUSY) is one of the best-studied candidates to do so. SUSY
establishes a symmetry between bosons and fermions, which provides boson partners to
fermion particles of the SM and vice versa. In this way, the SM particle content is roughly
doubled. Each known SM particle is associated to a supersymmetric partner differing
by 1/2 in their spin and keeping all the other quantum numbers. The superpartners of
fermions are denoted by the same name of the SM only adding a s in the front (i.e., the
electron superpartner is the selectron), and the superpartners of bosons have the suffix
-ino to the name (i.e., W bosons becomes wino). SUSY particles are then marked with
a tilde (i.e., e becomes ẽ). Simply speaking, a supersymmetric transformation turns a
bosonic state into a fermionic one and vice versa. In terms of operators, the operator Q
that generates such transformation must be an anti-commuting spinor as [17]:

Q|Boson〉 = |Fermion〉, Q|Fermion〉 = |Boson〉 (2.37)

Spinors are complex objects, so the hermitian conjugate of the operator Q is Q†

and also a symmetry generator in the Weyl representation18. Q and Q† are fermionic
operators carrying spin angular momentum of 1/2. The operator Q satisfies the following
anti-commutation and commutation relations:

{Q,Q†} = P µ (2.38)
{Q,Q} = {Q†, Q†} = 0 (2.39)
[P µ, Q] = [P µ, Q†] = 0, (2.40)

where P µ represents the four-momentum generator of space-time and thus, the SUSY
algebra extends the ordinary space-time to super-space. Equation 2.38 introduces a
connection between SUSY and the space-time translations, and equation 2.39 points
that supersymmetric transformations are independent of the space-time positions. All
quantum numbers, with the exception of the spin, should match their SM partners. The
third equation 2.40, indicates that Q is exchangeable with m2 = P µPµ, resulting in the
operator Q not changing mass. Hence, fermion and boson partners, for example the
electron in the SM and its supersymmetric partner, have the same mass [17].

Such supersymmetric partners have not been discovered yet; for example, there is no
supersymmetric partner of the electron, which is a boson with me = 0.511 MeV. Super-
symmetry should be broken so that fermion and boson partners have different masses
to account for the fact. The quantum numbers related to SUSY particles are identical
to the SM ones, and the pair has the same coupling constants. The SUSY breaking
18Weyl spinors describe particles with 1/2 of spin and a given chirality. Each left and right handed

spinors has two components. The component with left (right) chirality is denoted by ψα = ψL
(ψ̄α = ψR). The matrices εαβ = iσ2 and εαβ = −iσ2 are used to raise and lower the spinoral indices
α and β with σi denoting the Pauli matrices [60].
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could happen by introducing soft breaking terms into the SUSY Lagrangian [61]. By a
soft breaking, the superpartners should acquire more mass than the SM particles but
the masses of the supersymmetric particles should not be too large [17]. For this reason
there is still a good motivation to find supersymmetry at the LHC at CERN.

2.2.1. Minimal Supersymmetric Standard Model (MSSM)
The Minimal Supersymmetric Standard Model (MSSM) is a supersymmetric extension
that includes the minimum amount of new particles [62,63]. The particles in the MSSM
are listed in Table 2.3. Each SM particle has a supersymmetric partner with a spin which
is shifted by 1/2. A representation of the SUSY algebra is given by the construction of
supermultiplet states. A supermultiplet state is an irreducible representation combining
fermion and boson states. A particle and its superpartner form a supermultiplet. A su-
permultiplet has the same number of fermionic and bosonic degrees of freedom nF = nB.

Two types of supermultiplets can be constructed. The first one is called chiral super-
multiplet (i.e., whose left- and right-handed pieces transform differently under the gauge
group). It contains a Weyl fermion of spin 1/2 and its superpartner, which is represented
by a complex scalar field of spin 0. This Weyl fermion has two helicity states nF = 2
while the complex scalar field has its real and imaginary part. It contains two scalar
fields described in a single complex scalar field [60] where each one yield nB = 1. Q
contains the SU(2)L doublets (ũL, d̃L) and (uL, dL). The supermultiplet ū and d̄ denote
the associated SU(2)L singlets ũ∗R, u†R and d̃∗R, d†R. Likewise L contains the lepton and
slepton doublets. The quark and lepton multiplets come, as usual, in three generations.
Table 2.3 shows only the first generation.

The Higgs sector in the MSSM consists of two chiral supermultiplets Hu and Hd with
weak hypercharge Y = +1/2 and −1/2 respectively. They contain complex scalar fields
arranged as SU(2)L doublets labeled Hu = (H+

u , H
0
u) and Hd = (H−d , H0

d). To guarantee
the cancellation of gauge anomalies [17], at least two Higgs supermultiplets are required
with Y = ±1/2. The Higgs boson in the SM would then correspond to a linear combi-
nation of H0

u and H0
d . The higgsinos, the fermionic superpartners to the Higgs scalars,

are arranged as Weyl spinor fields as SU(2)L doublets denoted (H̃+
u , H̃

0
u) and (H̃−d , H̃0

d).

The second representation is the gauge supermultiplet, also shown in Table 2.3. The
field is obtained by a massless gauge boson with spin 1 together with a spin 1/2 fermionic
superpartner called gaugino [63]. They consist of gluons and their fermionic superpart-
ner, the gluino; the W±, W 0, and B0 with their spin 1/2 superpartners called winos and
bino. Both have two possible helicity states therefore nF = nB = 2.
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Table 2.3.: The chiral and gauge supermultiplets in the minimal supersymmetric exten-
sion of the Standard Model (MSSM). Chiral multiplets are defined in terms
of left-handed Weyl spinors so that the conjugates of the right-handed quarks
and leptons appear in the table. For quarks, leptons, squarks, and sleptons,
only the first generation is listed. Table adapted from [17].

names spin 0 spin 1/2

chiral

squarks, quarks
Q (ũL, d̃L) (uL, dL)
ū ũ∗R u†R
d̄ d̃∗R d†R

sleptons, leptons L (ẽL, ν̃) (eL, ν)
ē ẽ∗R e†R

Higgs, higgsinos Hu (H+
u , H

0
u) (H̃+

u , H̃
0
u)

Hd (H−d , H0
d) (H̃−d , H̃0

d)

names spin 1 spin 1/2

gauge
gluon, gluino g g̃

W boson, wino W±,W 0 W̃±, W̃ 0

B boson, bino B0 B̃0

Table 2.4.: Particles predicted by the MSSM which have not been discovered yet (except
for h0. The mixing in the first two generations is assumed to be negligible [17].

Name Spin Gauge Eigenstates Mass Eigenstates

squarks 0
ũL, ũR, d̃L, d̃R ũL, ũR, d̃L, d̃R
c̃L, c̃R, s̃L, s̃R c̃L, c̃R, s̃L, s̃R
t̃L, t̃R, b̃L, b̃R t̃1, t̃2, b̃1, b̃2

sleptons 0
ẽL, ẽR, ν̃e ẽL, ẽR, ν̃e
µ̃L, µ̃R, ν̃µ µ̃L, µ̃R, ν̃µ
τ̃L, τ̃R, ν̃τ τ̃1, τ̃2, ν̃τ

Neutralinos 1/2 B̃0, W̃ 0, H̃0
u, H̃

0
d χ̃0

1, χ̃
0
2, χ̃

0
3, χ̃

0
4

Charginos 1/2 W̃±, H̃+
u , H̃

−
d χ̃±1 , χ̃

±
2

Gluinos 1/2 g̃ g̃

Higgs Bosons 0 H0
u, H

0
d , H

+
u , H

−
d , h0, H0, A0, H±
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SM fermions have different interactions depending if they are left- or right-handed (L
or R) [63]. In SUSY, the left- and right-handed should belong to different supermulti-
plets and have distinct spartners. The f̃R and f̃L are different, even though the concept
of handedness does not have any meaning for a scalar particle with helicity = 0. The L
and R indexes refer to the chirality of their superpartners to indicate their couplings. For
example, a right-handed slepton ˜̀

R does not couple to a W boson while the left-handed
slepton ˜̀

L does.

It will be useful in the following to introduce a function describing all the non-gauge
interactions with the chiral superfields called superpotential (W ). For the MSSM it is
written as [17]:

WMSSM = ūyuyuyuQHu − d̄ydydydQHd − ēyeyeyeLHd + µHuHd (2.41)

with objects ū, d̄, ē, Q, L, Hu, and Hd making reference to the chiral superfields cor-
responding to the chiral supermultiplets in Table 2.3. The terms yuyuyu, ydydyd, and yeyeye are the
dimensionless Yukawa coupling parameters represented by 3 × 3 matrices in the family
space. The µ term is the supersymmetric version of the Higgs boson mass in the SM.
Roughly speaking, µ parametrizes the mass in the Higgs sector of the MSSM and is
consequently referred to as higgsino mass parameter.

Soft SUSY Breaking
The particles in the supermultiplets are massless until the gauge symmetry is sponta-
neously broken. A conserved and unbroken supersymmetry would imply that the masses
of the supersymmetric particles are identical with their SM counterparts, but this has
been found to be not the case, since no SUSY particles have been discovered. Hence,
supersymmetry must be broken and as a consequence the supersymmetric particles must
be heavier than the SM particles. The Lagrangian of the MSSM can be split into two
parts as

LMSSM = LMSSM
SUSY + LMSSM

soft (2.42)
where the first part LMSSM

SUSY describes the properties of the SUSY particles that are the
same as the ones of the SM particles [17]. The second part LMSSM

soft describes the soft
breaking terms of the MSSM, which are essential when discussing the phenomenology of
the MSSM particles. As the exact nature of SUSY breaking is not known, all possible
terms that break SUSY softly are explicitly added to the Lagrangian in the MSSM. In
a general way, the soft Lagrangian can be expanded to

LMSSM
soft =− 1

2
(
M3g̃g̃ +M2W̃W̃ +M1B̃B̃ + c.c

)
(2.43)

−
(

˜̄uauauauQ̃Hu − ˜̄dadadadQ̃Hd − ˜̄eaeaeaeL̃Hd + c.c
)

− Q̃†m2
Qm
2
Qm
2
QQ̃− L̃†m2

Lm
2
Lm
2
LL̃− ˜̄um2

ūm
2
ūm
2
ū
˜̄u† − ˜̄dm2

d̄m
2
d̄m
2
d̄

˜̄d† − ˜̄em2
ēm
2
ēm
2
ē
˜̄e†

−m2
HuH

∗
uHu −m2

Hd
H∗dHd − (bHuHd + c.c.)
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Here ū, d̄, and ē are supermultiplets of right handed fermions, and Q̃ and L̃ are left-
handed supermultiplets, as shown before in Table 2.3. The terms Q̃ and L̃ have tildes
because they represent their corresponding scalar field. The first line on equation 2.43
represents the gaugino masses. The masses of the gluino, wino, and bino are given by
M3, M2, M1, respectively corresponding to SU(3), SU(2), and U(1) gauge groups. The
second line shows the trilinear scalar couplings parameters included in 3 × 3 matri-
ces in family space auauau, adadad, and aeaeae, where left-handed and right-handed scalar particles
are involved. The coupling parameters correspond to squark, slepton and Higgs fields
(Higgs-squark-squark and Higgs-slepton-slepton) and are proportional to the Yukawa
coupling parameters. On the third line the mass terms of the squarks and sleptons
appear as m2

Qm
2
Qm
2
Q, m2

Lm
2
Lm
2
L, m2

ūm
2
ūm
2
ū, m2

d̄
m2
d̄m
2
d̄
, and m2

ēm
2
ēm
2
ē. They are complex 3 × 3 matrices corresponding

to the particles. The last line corresponds to the SUSY breaking contributions to the
Higgs potential in the MSSM with m2

Hu , m2
Hd

and b.

Before the introduction of the soft supersymmetry breaking Lagrangian Lsoft, there
was only one free parameter in the theory which is not present in the SM, the mass
parameter µ. The Lsoft introduces 104 additional free parameters (+ 19 free parameters
in the SM), making the experimental searches for supersymmetric particles rather chal-
lenging with 124 free parameters in total.

In the MSSM, the electroweak breaking mechanism is generalized to account for the
two Higgs doublets (H0

u and H0
d) in the theory. Similarly as in the SM, each doublet

acquires their vacuum expected values by vu = 〈H0
u〉 and vd = 〈H0

d〉. The ratio between
these will give

tan β = vu
vd

(2.44)

which represents an important parameter that governs the phenomenology as seen in
the following sections with v2 = v2

u + v2
d. In the MSSM, the masses and CKM mixing

angles of the quarks and leptons are determined not only by the Yukawa couplings of
the superpotential but also by the parameter tan β, as shown in Equation 2.44. The
top, charm and up quark mass matrix is proportional to vu = v sin β; and the bottom,
strange, down quarks, and the charge leptons get masses proportional to vd = v cos β.

When the electroweak symmetry is spontaneously broken, the two complex Higgs
doublets contain in total 8 degrees of freedom, the mechanism uses 3 degrees of freedom
to give masses to the two W bosons (±) and to the Z boson. This leaves five Higgs
scalar mass eigenstates [17]:

• h0, H0, one light and one heavy neutral Higgs under even-CP 19 transformations.
With mh0 < mH0 by definition

• A0, a neutral CP -odd Higgs
19Charge conjugation and Parity symmetry.
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• H+, H−, two charged Higgs

The scalar discovered at 125 GeV may then be identified with h0.

2.2.2. Neutralinos and Charginos
The electroweak gauginos and higgsinos mix with each other and form mass eigenstates.
The four neutral particles (H̃0

u, H̃
0
d , W̃

0, and B̃0) form neutralinos with four mass
eigenstates χ̃0

1, χ̃0
2, χ̃0

3, χ̃0
4, as shown in Table 2.4. The charged states (H̃+

u , H̃
−
d , and W̃±)

form two charged mass eigenstates named charginos χ̃±1 , χ̃±2 . In these expressions, the
numbers in the subscript of χ̃ are assigned in ascending order of their masses. The mass
matrix of the neutralinos is given by

MMM Ñ =


χ̃0

1
χ̃0

2
χ̃0

3
χ̃0

4

 =


M1 0 −cβsWmZ sβsWmz

0 M2 cβsWmZ −sβsWmz

−cβsWmZ cβcWmZ 0 −µ
sβsWmZ −sβcWmZ −µ 0



B̃
W̃ 3

H̃0
d

H̃0
u

 (2.45)

with sβ = sin β, cβ = cos β, sW = sin θW , and cW = cos θW . The electroweak mixing
angle is denoted by θW . The masses of the neutralinos are obtained by diagonalizing the
mass matrix MMM Ñ . Similarly, the mass matrix for charginos is given by

MMM C̃ =
(

000 XTXTXT

XXX 000

)
(2.46)

with

XXX =
(

M2
√

2sβmW√
2cβmW µ

)
(2.47)

The mass eigenstates are related to the gauge eigenstates by two unitary 2× 2 matrices
UUU and VVV as (

χ̃+
1
χ̃+

2

)
= VVV

(
W̃+

H̃+
u

)
,

(
χ̃−1
χ̃−2

)
= UUU

(
W̃−

H̃−d

)
(2.48)

The exact diagonalized form of the mass mixing matrices are quite complex [64], for
this reason, the mass eigenstates typically refer to the component that dominates them.
Neutralinos with a dominant bino, wino, or higgsino component are called bino-, wino-,
or higgsino-like. Likewise, charginos are wino- or higgsino-like.

2.2.3. Scalar Top Quarks
Similar to the neutralinos’ and charginos’ mixing, the right- and left-handed squarks
mix too. A large mixing could happen for the stop due to the large Yukawa coupling of
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the top, while the mixing is negligible for the first and second generation squarks. The
Lagrangian of the stop mass term is given as

Lmass
stop =

(
t̃∗L t̃∗R

)
m2
t̃m
2
t̃m
2
t̃

(
t̃L
t̃R

)
(2.49)

with the stop mass matrix

m2
t̃m
2
t̃m
2
t̃ =

(
m2
Q3 +m2

t + ∆ũL v(A∗t sin β − µyt cos β)
v(At sin β − µ∗yt cos β) m2

ū3 +m2
t + ∆ũR

)
(2.50)

The matrix elements ∆ũL = (1
2−

2
3 sin2 θW ) cos(2β)m2

Z and ∆ũR = (2
3 sin2 θW ) cos(2β)m2

Z .
At is the trilinear coupling and v the vacuum expectation value in the SM related as
v2 = v2

u + v2
d from Equation 2.44. The mass eigenstates of the stop are obtained by

diagonalizing the mass matrix (
t̃1
t̃2

)
=
(
ct̃ −st̃∗
st̃ ct̃∗

)(
t̃L
t̃R

)
(2.51)

where the condition |st̃|2 + |ct̃|2 = 1 is fulfilled. The off-diagonal terms of the stop mass
matrix tend to induce a large mixing. Because of this, the mass of the t̃1 is typically
light, and many models predict that t̃1 is the lightest squark.

In this thesis, only the top squark is studied, although a very similar analysis can
be performed for the rest of the third-generation sfermions with their respective gauge-
eigenstate bases (b̃L, b̃R) and (τ̃L, τ̃R) [17].

2.2.4. Natural SUSY
The mass of the Z boson at lowest order (“tree level”) in the MSSM can be written in
terms of large tan β, mHu , and the supersymmetric µ parameter [17,66] as:

m2
Z = −2(|µ|2 +m2

Hu) (2.52)

In the natural SUSY scenario, the right term on equation 2.52 should not be too
large compared to the left side, otherwise a large cancellation between the terms on
the right side would be needed. Equation 2.52 also provides guidance towards under-
standing which superparticles are required to be light, defining the minimal spectrum
for Natural SUSY. The masses of the superpartners with the closest ties to the Higgs
must not be too far above the weak scale. In particular, the higgsinos should not be too
heavy because their mass is controlled by µ, as shown in Equation 2.41. The stop mass
correcting m2

Hu at one-loop order, also cannot be too heavy. Hence, m2
Hu and µ must be

adjusted in a way to get the mZ .

The mHu term can be split into the tree level and radiation correction as m2
Hu =

m2
Hu|tree+m2

Hu |rad [65]. The radiative corrections to m2
Hu proportional to the top Yukawa
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coupling λt are given by

m2
Hu|rad = − λ2

t

8π2

(
m2
Q3 +m2

U3 + |At|2
)

ln
(

Λ
mt̃

)
(2.53)

Here mQ3 and mU3 are soft supersymmetry breaking masses for the third-generation
squark doublet. The term Λ denotes the scale at which SUSY breaking effects are medi-
ated generating massless SUSY particles [66]. To avoid large radiative corrections, mQ3

and mU3 should not be too large compared to mZ . The expected mass spectrum from
the natural SUSY requirement is summarized in Figure 2.5.

Figure 2.5.: Mass spectrum with naturalness constrains in the MSSM [66]. The particles
on the left side are considered to be light in natural SUSY models, while
the SUSY particle on the right side can be heavy.

The discovery of the Higgs boson indicates that a too light stop is not favored. The
mass of the Higgs boson also provides information on the SUSY particles. The Higgs
mass is described as

m2
h ∼ m2

Z cos2 2β + 3
4π2

m4
t

v2

{
ln m

2
t̃

m2
t

+ X2
t

m2
t̃

(
1− X2

t

12m2
t̃

)}
(2.54)

with X2
t = At − µ cot β as the stop mixing parameter [66]. At tree level, the observed

Higgs boson with a mass of 125 GeV cannot be achieved by the term m2
Z cos2 2β. Hence,

the second term in equation 2.54 must be large enough to account for the observed mass.
In the case of heavy stops, the first term in the braces in equation 2.54 positively con-
tributes to the Higgs mass. The second term becomes a maximum when |Xt| =

√
6mt̃,
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which is called the maximal mixing case. Figure 2.6 shows the Higgs mass calculated
with Suspect [67] and FeynHiggs [68] packages. If the stop mixing is zero, the observed
Higgs mass cannot be explained with a light stop below a few TeV, but the maximal
mixing scenario gives a solution where a light stop below 1 TeV is actually possible.

Generally speaking, Natural SUSY assumes that the first and second generations of
squarks are decoupled as seen in Figure 2.5, greatly decreasing the total SUSY cross-
section.

Figure 2.6.: The Higgs mass as a function of the lightest stop mass in the MSSM [69].
Two calculation packages are used: Suspect in red lines and FeynHiggs
in blue. The maximal and zero stop mixing parameters are shown. The
green (pink) area shows the difference between the Suspect and FeynHiggs
calculations at the maximal (zero) stop mixing.

2.2.5. R-Parity
It is possible to add terms that violate either lepton number (L) or baryon number (B)
conservation to the superpotential introduced in Equation 2.41. These terms are also
gauge-invariant and renormalizable, and can be written as [17]:

W∆L=1 =1
2λ

ijkLiLj ēk + λ′ijkLiQj d̄k + µ′iLiHu (2.55)

W∆B=1 =1
2λ
′′ijkūid̄j d̄k (2.56)
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where the color indexes have been suppressed and the letters i, j, k denote fermion-
generation. The chiral supermultiplets carry lepton number assignments L = +1 for
Li, L = −1 for ēi, and L = 0 for the rest. The total baryon number assignments are
B = +1/3 for Qi, B = −1/3 for ūi and d̄i, and B = 0 for all of the others. Therefore, the
terms in Equation 2.55 violate the total lepton number by 1 unit (as well as the individual
lepton flavors) and those in Equation 2.56 violate baryon number by 1 unit. The µ and
various λ factors are the coupling strengths of their corresponding interactions.

Figure 2.7.: Diagram of a proton decay via p→ e+π0 if R-parity is violated by both ∆B
= 1 and ∆L = 1 interactions [17]. In this example, the decay is mediated
by a strange squark.

Some theories consider these violating terms to be small. If both couplings λ′ and
λ′′ were present and unsuppressed, then the lifetime of the proton would be extremely
short as shown in Figure 2.7. For example, the proton decay via p+ → e+π0, which is
constrained by lower limits on the proton lifetime from experimental results of > 1032

years [17]. Therefore, at least one of λ′ijk and λ′′11k couplings in Figure 2.7, for each of i
= 1, 2, j = 1, 2, and k = 2, 3 must be extremely small. In the MSSM a new symmetry
is added, which has the effect of eliminating the possibility of B and L violating terms.
This new symmetry is called R-parity defined as

PR = (−1)3(B−L)+2s (2.57)
where s is the spin of the particle. Therefore, particles within the same supermultiplet
do not have the same R-parity. The value of PR is +1 for SM particles and -1 for SUSY
particles. The conservation on R-parity in each vertex of a Feynman diagram has some
implications. First, it predicts the existence of a lightest supersymmetric particle (LSP)
which is stable making the LSP a leading candidate for DM. From the cosmological con-
straints, DM cannot have a color or an electric charge; thus, the LSP can be considered
as one of the neutral SUSY particles. Like neutrinos, the LSP would escape detection
in collider experiments. The second implication of R-parity conservation is that SUSY
particles are produced in pairs at colliders, and decay (except the LSP) into particles in
which an odd number of SUSY particles are included.

R-parity conservation is well-motivated in the MSSM as previously presented. It pro-
vides a good DM candidate and agrees with the non-observation of proton decay. The
R-parity conservation requirement could be relaxed by allowing only lepton or baryon
number violating terms but not both to avoid a potential proton decay. Such R-parity
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violating models [70] exhibit a different phenomenology and are the basis for comple-
mentary SUSY searches. In this thesis, two SUSY models are presented, one conserving
R-parity and another one violating it.

2.2.5.1. R-Parity Violation

The phenomenology for R-parity conserving (RPC) and R-parity violating (RPV) SUSY
models is very different. For RPC scenarios, the stable LSP does not interact with the
detector and escapes without depositing any energy. The presence of the LSPs, however,
can be inferred by examining the imbalance in the transverse momentum in an event,
which due to the negligible transverse momentum of the initial colliding particles, should
be zero in events without LSPs or neutrinos. Thus, the imbalance in the transverse mo-
mentum in an event provides a powerful handle for discriminating a SUSY signal and SM
background. Most RPC analyses search for signatures that include significant amounts
of this imbalance. In the RPV models, however, the LSP is not stable and decays to SM
particles, which does not produce any of these missing momentum signatures. Although
this disfavor the LSP as a dark matter candidate, it allows RPV models to evade the
constraints from RPC searches and cover a different phase space.

In the MSSM, the RPV terms for the superpotential can be written as WRPV =
W∆L=1 + W∆B=1, summing Equations 2.55 and 2.56 [70]. While there is no fundamen-
tal theoretical reason forbidding R-parity violation, there are significant constraints on
these interactions, specifically on the lepton number violating (LNV) couplings, λ and
λ′, and and the baryon number violating (BNV) coupling λ′′ [71].

The most stringent of these constraints is from proton decay previously mentioned.
Proton decay, however, requires both a lepton number and baryon number violating
coupling. This constraint can be avoided if a mechanism exists that makes one of these
couplings zero or negligibly small. Additionally, there are strong limits on the individual
LNV and BNV couplings coming from neutron oscillation and muon-to-electron decay
measurements. Thus, for any mechanism to evade these constraints, it must also moti-
vate smaller couplings for the lighter generations.

Minimal Flavor Violating Supersymmetry

To avoid the constraints placed on the RPV couplings, a model is constructed follow-
ing the structure of minimal flavor violation (MFV) [72]. The MFV hypothesis [73, 74]
establishes that the Yukawa couplings are the source of irreducible flavor violation in
BSM. In these MFV SUSY models, the RPV couplings are related to the SM Yukawa
couplings. As a consequence, the third generation RPV couplings are large and the first
two generations couplings are small.

The size of the small R-parity violating terms is determined by the flavor parameters,
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such as the lepton and quark chiral supermultiplets (L, ē, Q, ū, d̄). Some MFV mod-
els assume the absence of neutrino masses, leading to only one renormalizable R-parity
violating interaction inferred from Equation 2.55 and 2.56: the baryon-number violating
ūd̄d̄ coupling [72,75]. This coupling is small for the first two generations meeting the nec-
essary criteria to evade experimental constraints on RPV couplings. Some other MFV
models assume neutrinos acquiring a Majorana mass term [76], having LNV couplings
but tuned by the tiny neutrino masses. The RPV model studied in this thesis assumes
only a BNV ūd̄d̄ coupling.

One of the outstanding problems of the SM and the MSSM is the issue of baryonic
asymmetry. It is seen that there is predominance of matter over antimatter in the
universe [77]. In MFV SUSY, the appearance of the λ′′ BNV operator, opens new expla-
nations for this imbalance. A violation of baryon number is an essential ingredient for
the creation of an asymmetry of matter over antimatter in a symmetrical Universe that
emerged from the Big Bang [78, 79]. This is a strong motivation to search for models
with BNV.
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3. Experimental Apparatus
Physicists probe the fundamental structure of the universe at the European Organization
for Nuclear Research (CERN). It is located at the border of France and Switzerland, near
the city of Geneva [80]. At CERN, the discovery of various fundamental particles took
place, contributing to a better understanding of the SM. The aim of the Large Hadron
Colider (LHC) [81] is to test the predictions of different theories of particle physics,
including measuring the properties of the Higgs boson (experimentally discovered in
2012 [1, 2]), and searching for new physics beyond the SM.

3.1. Large Hadron Collider
The Large Hadron Collider (LHC) is a proton–proton accelerator consisting of a 27 kilo-
meter ring. The CERN accelerator complex is shown in Figure 3.1, where the LHC is
one part of it. The proton acceleration starts from an injection of hydrogen atoms into
the Linear accelerator 2 (Linac 2). At the beginning of Linac 2, hydrogen gas passes
through an electric field to strip off the electrons, and only protons are injected into
Linac 2. In Linac 2, pulses of protons are generated and accelerated to an energy of 50
MeV. The accelerated pulse of protons is extracted from Linac 2 and injected into the
Proton Synchrotron Booster (PSB). Here, protons are accelerated to 1.4 GeV for the in-
jection into the Proton Synchrotron (PS). The Booster enhances the number of protons
injected into the PS by accelerating protons in advance. The PS takes the protons to
the energy of 25 GeV in its ring with a circumference of 628 m.

The next step is the Super Proton Synchrotron (SPS). The SPS was originally used
as the main ring to collide proton and antiproton beams, and it was the historical place
where the W and Z bosons were discovered in 1983. Today, the SPS is used as the last
part of the supply chain before the LHC and accelerates protons to 450 GeV in its nearly
7 km circumference. The LHC is the main ring of the complex and uses the same tunnel
built for the LEP accelerator. Two proton beams with opposite directions are injected
from the SPS and accelerated to an energy of 6.5 TeV. The proton beams are accelerated
through radiofrequency cavities and bent to a circular orbit with 1232 superconducting
dipole magnets, which are cooled down to 1.9 K with superfluid helium. They provide
a maximum magnetic field of 8.33 T. Apart from dipole magnets, the LHC comprises
different quadrupole and correction magnets to focus the beams. The LHC has four
interaction points where the major detectors are: ATLAS, CMS, ALICE, and LHCb.
The protons travel through the LHC in a vacuum with a nominal bunch spacing of 25
ns. Each beam contains 2808 bunches with about 1011 protons in each bunch.
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Figure 3.1.: The accelerator complex at CERN [82].

3.2. The ATLAS Detector
The ATLAS detector is a multi-purpose particle detector designed to cover a broad
physics programs at the LHC, including the Higgs boson search, new physics searches,
and precision measurements of the SM. Figure 3.2 shows a sketch of the ATLAS detec-
tor. It has a cylindrical shape, and the size of the detector is 44 m in length and 25 m in
diameter. The center of the cylindrical shape is called the barrel, and the ends on each
side are called endcaps.

The ATLAS detector consists of several subsystems. A tracking system is found in the
most inner part of the ATLAS detector. It consists of the silicon pixel detector, the sil-
icon strip tracker (SCT), and the Transition Radiation Tracker (TRT). These detectors
are used to provide charged-particle trajectories, called tracks. The tracking subsystem
is surrounded by a solenoid magnet, providing a magnetic field for the tracking detectors
to measure the momenta of tracks using the track curvature. The next outer subsystem
are the calorimeters, which consist of electromagnetic and hadronic calorimeters. The
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energies of jets, electrons, and photons are measured by the calorimeters. The outermost
part of the detector is the muon spectrometer (MS). Together with the muon spectrom-
eter, toroid magnets are installed in both the barrel and endcap regions to provide the
magnetic field to improve the measurement of the muons momentum. The details of the
subsystems are described in the following sections.

Figure 3.2.: A schematic drawing of the ATLAS detector and its subsystems [83].

3.2.1. Coordinate System
A right-handed coordinate system is used in ATLAS. The interaction point (IP) at the
center of the ATLAS detector denotes the origin of the coordinate system. The x-axis
points from the IP to the center of the LHC ring, the y-axis upwards, and the z-axis
along the beamline, as shown in Figure 3.3. Polar coordinates are also useful to describe
the detector parts and particles’ momenta with respect to the IP. The polar angle φ
is defined as the angle in the x − y plane (transverse plane) starting from the positive
x-axis. The azimuthal angle θ is defined as the angle from the positive z-axis to the
negative z-axis. In collider experiments, the pseudorapidity η is often used instead of
θ [84] as

η = − ln
(

tan θ2

)
. (3.1)

In Figure 3.3 the pseudorapidity is zero along the y-axis and it approaches infinity
along the z-axis. It is used to give a description of the trajectories of massless objects.
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For massive objects the rapidity difference is an invariant under a boost along the
z-axis and is defined as [84]:

y = 1
2 ln

(
E + pz
E − pz

)
(3.2)

In the collisions, quantities such as energy and momentum are conserved effectively in
the x− y plane, transverse to the beam axis because their initial quantities in this plane
are known to be zero. Some kinematic variables are defined in the transverse plane, such
as transverse momentum pT and transverse energy ET. In order to describe the distance
of two positions in the η − φ plane

∆R =
√

∆η2 + ∆φ2 (3.3)
is often used, where ∆η and ∆φ are the differences between the two positions in the in
the η and φ coordinates, respectively.

Figure 3.3.: The ATLAS Cartesian coordinate system (left). Values of pseudorapidity η
for different polar angles θ [85].

3.2.2. Inner Detector
The detector system closest to the beam line is the inner detector (ID). It is placed in
a 2 T magnetic field generated by a superconducting solenoid. The magnetic field is
parallel to the beam axis, so that charged particles are bent in the transverse plane.
Charged particles travel through the ID in curved tracks bent by the Lorentz force.
The charge of the particle and its momentum is inferred by the direction and strength
of the track-curvature. The inner detector consists of three trackers: Pixel detector,
Silicon Strip Tracker (SCT), and Transition Radiation Tracker (TRT). The layout of
the ID is shown in Figure 3.4. In each tracker, different shapes of the layers are used
in the barrel and endcap regions to provide tracking information in the range of |η| < 2.5.
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Figure 3.4.: An illustration of the Inner Detector on the left side. Both barrel and endcap
regions are shown. On the right side, the positions of the Pixel, SCT, and
TRT layers in the barrel region are shown. A typical track crosses one IBL,
three pixel and eight SCT layers, as well as 36 TRT tubes [83].

Insertable B-Layer (IBL)

The IBL is a single pixel layered detector located at 33 mm from the beamline. It
was installed during the LHC shutdown between LHC Run 1 (2011–2013) and Run 2
(2015–2018) to improve the tracking performance.

Pixel Detector

The pixel detector provides the hit position of charged-particle tracks with high preci-
sion covering the |η| < 2.5 region. With its pixel structure, a 2D hit position is measured
on each layer. The hit position measurement on the pixel detector is more important
than in the outer layers in terms of reconstruction of primary vertices and b-tagging.
Typically three layers of the pixel detector are crossed by each track in both barrel and
endcap regions. In total, 80.4 M readout channels are used in the pixel detector. The
nominal size of the pixel is 50 × 400 µm, and the thickness of the sensors is 250 µm.

Semiconductor Tracker (SCT)

The SCT is a semiconductor detector with a stripe structure. One SCT layer pro-
vides a 1D hit position. Two layers attached in a module are not placed in parallel but
inclined by 40 mrad, with this the SCT module can provide 2D hit positions by combin-
ing the 1D information from the stereo and nominal SCT layers. Each track typically
crosses eight layers. The intrinsic accuracy of hit positions on the SCT modules is 17 µm
in both barrel and endcap (R−φ), and 580 µm for z (R) direction in the barrel (endcap).
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Transition Radiation Tracker (TRT)

The TRT [86] contains proportional drift tubes (straws) with a diameter of 4 mm. It
provides continuous tracking in |η| < 2.0. The straw tube wall is made of Kapton coated
with aluminum and graphite-polyamide. Tungsten wires plated with gold are used as
anodes and supported at the ends of the straw tubes. The straws are filled with a Xe
based gas mixture. The TRT has the ability to identify electrons by exploiting photons
from the transition radiation. An estimated 36 hits produced per track in the straw
tubes, combine with a longer measured track length compensating its lower precision
compared to the pixel and SCT systems. The system provides R – φ information with
an intrinsic accuracy of 130 µm per straw.

3.2.3. Calorimeters
The calorimeters were designed to measure the energy contained in the showers induced
by electrons, photons and hadrons. They also play an important role in measuring
missing transverse energy. The electromagnetic calorimeter is surrounded by the hadron
calorimeter, as shown in Figure 3.5.

Figure 3.5.: Cut-away view of the ATLAS calorimeter system [83]. The electromagnetic
calorimeters are surrounded by the hadronic calorimeters. The calorimeter
covers |η| <4.9.

Electromagnetic Calorimeter

The electromagnetic (EM) calorimeter is important to perform precise measurements
and particle identification of photons and electrons. It covers the barrel (|η| < 1.475)
and endcap (1.375 < |η| < 3.2) regions. It is a sampling calorimeter in which liquid Ar

35



3.2. THE ATLAS DETECTOR CHAPTER 3. EXPERIMENTAL APPARATUS

(LAr) is used as an active material, and lead as absorber plates. The lead absorber has
an accordion shape in the barrel region, as shown in Figure 3.6, to cover the full range
in φ without azimuthal cracks.

Hadronic Calorimeter

The hadronic calorimeter is divided into three parts: the tile calorimeter (|η| < 1.0),
the LAr hadronic endcap calorimeter (HEC) located behind the endcap EM calorimeter,
and the LAr forward calorimeter (FCal) between 3.1 < |η| < 4.9. The tile calorimeter is
a sampling calorimeter with scintillating tiles as active material and steel as absorbers,
as shown in Figure 3.6 right. The HEC and FCal are sampling calorimeters using liquid
argon as active medium. The absorbers are copper (copper-tungsten) plates in the HEC
(FCal). Tungsten was used in the outer FCal modules to minimize the lateral spread of
hadronic showers.

Figure 3.6.: Illustrations of the LAr EM calorimeter (left) and tile calorimeter (right)
in the barrel region [83]. The LAr EM calorimeter has three layers with
different sizes of segments in ∆η × ∆φ. In the tile hadron calorimeter,
signals in the scintillators are read by photomultipliers installed at the edge
of the detector.

3.2.4. Muon Spectrometer
Muons can pass through the EM and hadronic calorimeters, so a muon spectrometer
(MS) is needed to improve the identification and the momentum resolution. It is the
outermost sub-detector system of the ATLAS detector, as appreciated in Figure 3.7.
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Like the ID, the MS measures momenta by bending the muons trajectories in a mag-
netic field in |η| < 2.7.

Four detectors are divided into two types depending to their purposes. The Moni-
tored Drift Tubes (MDT) and Cathode Strip Chambers (CSC) are detectors used for
precise measurements of the muon momentum. The Resistive Plate Chambers (RPC)
and Thin Gap Chambers (TGC) are mainly used for the trigger decision. The trigger
chambers contribute to determine the second coordinate in the muon reconstruction to
complement the MDT’s 1D measurements in the bending direction. The MS is designed
to provide a transverse momentum resolution of 10% for 1 TeV muon tracks. The muon
chambers in the barrel are placed in three concentric cylindrical shells around the beam
axis at R = 5, 7.5, and 10 m. The chambers in the endcaps that form wheels are placed
at |z| = 7.4, 10.8, 14, and 21.5 m.

Figure 3.7.: ATLAS muon spectrometers: MDT, CSC, RPC, and TGC [83]. The toroid
magnets are shown in yellow.

Monitored Drift Tubes (MDTs)

MDTs are used in both barrel and endcap regions to provide high-precision tracking
for muons. The spatial resolution of the track position in the z-direction is 35 µm. The
MDT system consists of three to eight layers of drift tubes, each with a diameter of
3 cm and filled with Ar (93%) and CO2 (7%) at 3 bar. At the center of the tubes, a
tungsten-rhenium wire is used as an anode of the drift chamber.
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Cathode Strip Chambers (CSCs)

CSCs are used as precision muon trackers in the innermost forward region (2 < |η| <
2.7) instead of MDTs, as CSCs provides better tracking performance than MDTs in the
high-hit-rate environment. The CSCs system consists of a set of multi-wire proportional
chambers. The cathode plane is divided into strips in the direction orthogonal to the
wires to provide 2D hit positions. The resolution of the CSCs is of 40 µm in the bending
plane and 5 mm in the transverse plane.

Resistive Plate Chambers (RPCs)

RPCs act as trigger chambers in the barrel (|η| < 1.05) region. The RPCs are gaseous
parallel electrode-plate detectors with a 2 mm distance between the two electrodes. The
electrodes are separated by PET foils. The readout strips on both sides are placed in
the orthogonal direction, so that 2D information of the hit position is available.

Thin Gap Chambers (TGCs)

In the endcap region (1.05 < |η| < 2.4), TGCs provide muon track information for
the trigger decision. The TGCs are made up of multi-wire proportional chambers with
a 2.8 mm gap between graphite coated FR4 plates, as the name suggests. Copper strips
on the other side of the plate provide azimuthal position measurements. In the middle
of the gap, anode wires have a wire-to-wire distance of 1.8 mm. A highly quenching gas
mixture of CO2/n-pentane is used to prevent continuous current.

3.2.5. Magnet System

The ATLAS detector has solenoid and toroid magnets, as mentioned in the ID and muon
spectrometer, respectively. The solenoid magnet provides a 2 T magnetic field for the
ID, while the toroid magnet provide approximately 0.5 T and 1 T for the muon detec-
tors in the barrel and endcap regions. The solenoid magnet is between the ID and EM
calorimeter in the barrel, and the inner and outer radii are 2.46 m and 2.56 m, respec-
tively. The nominal operating current is 7.7 kA, which corresponds to the stored energy
of 40 MJ. The solenoid is designed to be as thin as possible to reduce material in front
of the calorimeters. An Al-stabilized NbTi superconductor surrounding a single-layer
coil. The barrel toroid consists of eight coils installed between the muon detectors. The
endcap toroid is found between the inner and middle layers of the endcap muon wheels.
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3.2.6. Luminosity Detector
The luminosity determination for ATLAS in Run 2 was performed by the LUCID-2 detec-
tor (LUminosity Cherenkov Integrating Detector) [87]. It consists of several Cherenkov
detectors installed in the forward region. On each side of the ATLAS detector, 16 pho-
tomultiplier tubes (PMT) are installed surrounding the beam pipe at approximately z
= ± 17 m and detect Cherenkov light produced in the quartz window of the PMTs.
Four additional PMTs are installed on the muon shielding to record Cherenkov light
from quartz fibers situated around the beam pipe as a Cherenkov medium. Hit counts
in the detectors are then converted into an interaction rate per bunch crossing which is
proportional to the instantaneous luminosity.

3.2.7. Trigger and Data Acquisition System
With a spacing time of 25 ns, the proton bunches collide up to 40 million times per
second corresponding to 40 MHz bunch crossings. Since it is not possible to record
all data due to the huge collision rate, the ATLAS trigger system performs an online
selection of the collision data in two steps: the Level 1 (L1) and High-Level Trigger
(HLT). An overview of the trigger and data acquisition system is shown in Figure 3.8.
The L1 trigger is a hardware-based trigger, which reduces the trigger rate from 40 MHz to
about 100 kHz. The trigger decision information comes from the calorimeters and muon
trigger detectors (RPCs and TGCs). If an event satisfies a certain trigger requirement,
an L1 Accept signal is issued by the Central Trigger Processor (CTP), and the data
is transferred downstream. The HLT is a software-based trigger system, which reduces
the trigger rate from 100 kHz to about 1 kHz. The events selected by the HLT trigger
processor are then recorded in the storage.
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Figure 3.8.: The ATLAS trigger and data acquisition system [88]. The trigger system
consists of two stages: Level-1 and HLT. The hardware-based Level-1 trigger
uses information from the calorimeter and muon detectors, and issues Level-
1 Accept providing information of a region of interest (ROI) to the HLT.
The software-based HLT issues the accepted signals to record events using
offline-like reconstruction algorithms.
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4. Data and Simulation

4.1. Data Acquisition in LHC Run 2
The presented thesis uses pp collisions at a center-of-mass energy of

√
s = 13 TeV

recorded with the ATLAS detector during LHC Run 2 in 2015–2018. The total in-
tegrated luminosity delivered by the LHC was of 156 fb−1 of which ATLAS recorded
147 fb−1. Figure 4.1 shows the evolution of the integrated luminosity in Run 2. The
total data with all the component working in 2015–2018 corresponded to 139 fb−1.

Particle detectors at the LHC are challenged by the high pp collision rate and beam
intensity. The intensity of the beams needs to be high enough to create multiple interac-
tions per bunch crossing so the processes of interest occur at a reasonable rate. Figure 4.2
shows the profile of the mean number of interactions per bunch crossing (pile-up), as
recorded by the ATLAS detector during Run 2. The profile underlines the busy environ-
ment in which the data taking took place, with up to 70 simultaneous collisions in some
of the LHC fills in 2017 due to special fill conditions. Overall, on average the ATLAS
detector recorded 〈µ〉 = 33.7 interactions per bunch crossing during Run 2. The LHC
Run 2 started with low instantaneous luminosity in 2015, but it increased as the LHC
and ATLAS operation became stable.

4.1.1. Luminosity measurement

The LUCID 2 detector [87, 89] measures a visible interaction rate per bunch crossing
µvis. The instantaneous luminosity per bunch is

Lb = µvisfr
σvis

(4.1)

where fr is LHC’s revolution frequency (11246 Hz) defined as the ratio of the speed
of light to the circumference of the LHC. The visible cross-section σvis is a calibration
constant specific to the luminosity calibration algorithm. In Equation 4.1, Lbσvis corre-
sponds to the visible number of pp collisions given by a bunch crossing pair. A per-bunch
instantaneous luminosity with the LHC parameters is given by

Lb = frn1n2

2π∑x

∑
y

(4.2)
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with n1 and n2 as the numbers of protons in each bunch of the two colliding beams. ∑x

(∑y) is the horizontal (vertical) convoluted beam width measured by the van de Meer
(vdM) method [91], in which the beam position in the transverse plane is scanned in a
special vdM run once per year. The factor n1n2 is determined based on the measurement
of beam-gas event rates by the LHCb experiment [92].

4.1.2. Triggers

In the following, online refer to triggers measured during the data-taking, while offline
refers to the reconstruction performed on the recorded dataset and on Monte Carlo
(MC) samples. The triggers are simulated for all MC samples of the analysis, so that
both data and MC are required to pass the listed triggers. Scale factors were applied to
the simulated event samples, in order to correct for differences in the trigger efficiencies
between data and simulated samples. The triggers presented are at HLT level, mean-
ing that events passing the L1 requirement are subsequently analyzed by the software
algorithms of the high-level trigger (HLT), as explained in the previous Subsection 3.2.7.

In the direct RPC stops search in Chapter 7, the dataset was recorded with a type
of trigger requiring a large amount of missing transverse momentum, denoted as Emiss

T
triggers. At the L1 trigger stage, the trigger algorithm is based on the vectorial sum
of energy deposits in the calorimeters, while a more refined computation is done at the
HLT, which is based on the vector sum of all calorimeter cells above a particular noise
level. The thresholds of the triggers at HLT level are summarized in Table 4.1 and
were raised during the period of data taking as the instantaneous luminosity increased.
The same trigger conditions were implemented in the simulation. The trigger is fully
efficient for an offline calibrated transverse momentum imbalance above 230 GeV, which
is applied on the analysis [25].

For the RPV higgsinos scenario described in Chapter 8, an event selection was applied
requiring at least one offline identified electron or muon. The full dataset collected by
electron or muon triggers at HLT level are summarized in Table 4.1. For electron or
muon triggers a matching criteria is applied, which requires that an offline electron or
muon is geometrically matched to the object reconstructed by the trigger algorithm.
The muon and lepton triggers satisfied the identification criteria similar to those used in
the offline reconstruction and isolation criteria in references [93,94]. Electrons or muons
in the final event had to satisfy a transverse momentum (pT) > 27 GeV condition, in
order to be above the trigger threshold [26].
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Figure 4.1.: Total integrated luminosity of pp collisions at the LHC during Run 2 (2015–
2018). The plot shows the luminosity values delivered by the LHC, the
luminosity fraction recorded by ATLAS and the luminosity fraction, where
ATLAS was fully operational and stable data-taking conditions were main-
tained (“Good for Physics”). The size of the dataset taken under these con-
ditions corresponds to an integrated luminosity of 139 fb−1. Figure taken
from Ref. [90].
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Figure 4.2.: The mean number of interactions per bunch crossing (pile-up) during Run 2,
as recorded with the ATLAS detector. The plot shows the profiles of pile-
up conditions in the four years of operation. A characteristic double-peak
structure is observed for 2017 as the filling scheme of the LHC was adjusted.
Figure taken from Ref. [90].
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Table 4.1.: Overview of online trigger thresholds at HLT level in each year. The Emiss
T

triggers were used in the RPC stops search and the lepton triggers in the RPV
higgsinos analysis. For the electron and muon triggers only events selected
by one of the triggers are used in the event selection. The trigger thresholds
were raised as the instantaneous luminosity increased each year.

RPC direct stops RPV direct higgsinos

Year Emiss
T (GeV) electron pT (GeV) muon pT (GeV)

2015 70 24, 70, 120 20, 50
2016 90–110 26, 60, 140 26, 50
2017 90–110 26, 60, 140 26, 50
2018 110 26, 60, 140 26, 50

4.2. Monte Carlo Simulation
Monte Carlo (MC) simulation is of great importance in collider experiments in many
aspects. Simulated events are compared with the recorded data and used to estimate the
shape and strength of the signal in the data. Moreover, it is common to base estimations
of the contributions from SM processes on simulation that are then used for instance as
background estimations in searches. In this way, comparisons to simulations are essential
to make reliable interpretations from the recorded data. The ATLAS simulation chain
follows three steps which are event generation, then detector simulation (including digi-
tization step), and event reconstruction. The event generation has different components
such as modeling the parton density functions inside the proton, the pp hard-scattering
process, parton showering and hadronization, and detector response [95]. In this section,
the steps of MC simulation for SM background and SUSY signal processes are explained.

4.2.1. Event Generation

The simulation of pp collisions is split into two parts in terms of the energy scale of
the process. Processes at high energy scales are calculated in the perturbation theory
at a fixed order of the strong coupling constant (αs). Processes at low-energy scale are
described by models tuned to data. Models parameterized by experimental results are
used because calculating low-energy QCD processes is difficult due to non-perturbative
effects with large αs. A cross-section for a process with a final state n is described as [95]:

σ =
∑
a,b

∫
dxadxb

∫
fp1
a (xa, µF )fp2

b (xb, µF )dσ̂ab→n(µF , µR) (4.3)

with
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dσ̂ab→n(µF , µR) = dΦn
1
2ŝ |Mab→n|2(Φn;µF , µR) (4.4)

The parton distribution function (PDF) is denoted by fpia (xa, µF ) and it describes the
quark and gluon distributions in an incoming proton pi (i = 1, 2). The choice of the PDF
has an influence on the cross-section as well as on the event shape. In equation 4.3, the
PDF is a function of the xa, which is the fraction of the total proton momentum carried
by parton a. The PDF also depends on a factorization scale µF , which is an energy
scale splitting the low- and high-energy for the PDF and perturbative calculation. The
factor σ̂ab→n(µF , µR) describes the parton-level cross-section of initial partons a and b to
a final state n with µR as a renormalization scale.

The parton flux is indicated by the factor 1/(2ŝ) = 1/(2xaxbs) with ŝ as the parton
level center-of-mass energy squared, and Φn the phase space of the final state n. Mab→n
represents the matrix element (ME) of ab → n processes, which corresponds to a sum
of Feynman diagrams and depends on µF and µR. Finally, the total cross-section σ is
obtained by summing over all the initial partons in proton p1 and p2, and integrating
over the phase space of the final state n together with the momentum fraction of the
partons a and b.

There are a large variety of PDF sets provided by specialized groups. Figure 4.3 shows
an example of the PDFs of the gluon and the quark sea of the proton at two different
energy scales provided by the NNPDF group [96]. The calculations correspond to a pre-
cision of the PDF at the next-to-next-to-leading order (NNLO) of perturbation theory.
As seen in the figure, the PDFs depend on the energy scale and the momentum fraction
x of the partons that contribute to the total momentum.

A schematic view of pp collisions can be seen in Figure 4.4 indicating the different
elements with a color code. The ME calculation does not account for low-energy scales
to avoid divergence in low-momentum and collinear limits. Parton showers (PS) per-
form an evolution from the energy scale of initial and final state partons towards a
hadron confinement scale at an order of 1 GeV, taking into account all effects at higher
orders [96]. Below that scale reached after the evolution of the PS, the perturbation
theory does not work.

The low-energy non-perturbation treatment is performed by the hadronization. It
describes the confinement of QCD to generate colorless hadrons from colored partons.
Many of the hadrons produced in the hadronization process are unstable resonances.
These decay into lighter hadrons with a lifetime long enough to reach and interact with
the detector material. As the incoming hadrons are complex bound states, parton shower
algorithms handle the evolution down to the hadronization scale. Such contributions are
soft and often do not lead to additional reconstructed objects. Instead, they increase the
overall scattered energy in the event and increase the amounts of particles at hadroniza-
tion level.
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Additional contributions to the total event structure come from the underlying event.
It represents a final state component that does not originate from the original hard pro-
cess and the associated initial or final state radiation. Electromagnetic radiation can
be present at all stages of the event generation where charged particles are involved.
Commonly it is modeled by shower algorithms working similar to the parton shower.

The models describing the parton shower, underlying event and hadronization intro-
duce a large number of free parameters that cannot be constrained from theoretical
principles. Hence, these are derived (tuned) by parameter optimization with respect to
experimental data [97]. Several tuning approaches are available [98], and a variety of
tunes have been derived from early LHC data.

4.2.2. Simulated Samples
Two sets of samples were used for this thesis. The first is referred to as SetA summarized
in Table 4.2 and was used in the analysis searching for direct RPC stops processes. The
second set, SetB in Table 4.3, was used for the RPV direct higgsinos searches. In SetB
only tt̄ and signal samples were used for the studies presented.

The tt̄ samples in SetA and SetB were generated with PowhegBox [100] with the
NNPDF3.0 PDF at next-leading order (NLO) accuracy. Events were interfaced to
Pythia 8 [101] for PS. The tt̄ cross-sections were calculated at next-to-next-to-leading
order (NNLO) with the resummation of soft gluon emission at next-to-next leading-
logarithm (NNLL) accuracy. Single-top samples in SetA were generated using the
same generator setup as described for tt̄. For SetB additional tt̄ samples were gener-
ated with MadGraph5 aMC@NLO [102] using the NNPDF3.0 set of PDFs interfaced
with Pythia 8, and PowhegBox interfaced with Herwig7 [103] using MMHT2014lo
PDF [104], for modeling comparisons and evaluation of systematic uncertainties.

The production of W - and Z-bosons in association with jets (V+jets) were generated
with Sherpa 2.2.1 [105] for SetA at NLO, and the cross sections were calculated up
to NNLO [105]. The multiboson samples were generated with Sherpa 2.2.1–2.2.2, and
merged with Sherpa PS [106]. The cross sections of the multiboson processes were
calculated at NLO. The Sherpa samples used Comix [107] and OpenLoops [108] and
were merged with Sherpa PS using the ME+PS@NLO prescription [109].

SUSY signals in SetA were generated with MadGraph 2.6.2 [110] and Pythia 8 PS.
MadSpin [111] was used in the stop four-body decay samples, and the cross-sections
were calculated approximately at NNLO+NNLL. SUSY signals in SetB were generated
with MadGraph5 aMC@NLO interfaced to Pythia 8. Direct higgsinos were gener-
ated with up to two additional partons in the ME. The samples were produced separately
for χ̃0

1 χ̃
±
1 , χ̃0

2 χ̃
±
1 , and χ̃0

1 χ̃
0
2. Production modes which do not contain leptons in the final
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state were not generated, such as χ̃±1 χ̃±1 because χ̃±1 will not decay into a top quark.
The cross-sections for higgsino production were calculated at NLO+NLL.

The secondary scattering interactions from the beam remnants were tuned with P2012
[112] and A14 [113] for underlying events (UE) using Pythia 8 PS for most of the sam-
ples as seen in Tables 4.2 and 4.3. With SetA, the dedicated set of tuned parton-shower
parameters developed by the Sherpa authors was used. In SetB, the events interfaced
with Herwig used the H7UE [114] set of tuned parameters. The Geant 4 [115] simu-
lation framework was used to describe the interaction of the particles with the ATLAS
detector [116]. In the SUSY signal samples, the fast simulation algorithm [115] was used
for the shower evolution in the calorimeters.

Process ME event generator PDF PS and UE Tune Cross-section
and hadronization calculation

tt̄ Powheg-Box v2 NNPDF3.0 Pythia 8 A14 NNLO+NNLL [117–122]
Single top:

t-channel Powheg-Box v1 NNPDF3.0 Pythia 8 A14 NNLO+NNLL [123]
s- and Wt-channel Powheg-Box v2 NNPDF3.0 Pythia 8 A14 NNLO+NNLL [124,126]

W/Z+jets Sherpa 2.2.1 NNPDF3.0 Sherpa Sherpa default NNLO [105]
Multiboson Sherpa 2.2.2-2.2.1 NNPDF3.0 Sherpa Sherpa default NLO
tt̄+ V aMC@NLO NNPDF2.3 Pythia 8 A14 NLO
SUSY Signal MadGraph 2.3.3 NNPDF2.3 Pythia 8 A14 NNLO+NNLL [126,127]

Table 4.2.: Overview of the MC samples (SetA) used in the RPC direct stop search
(Chapter 7).

Process ME event generator PDF PS and UE Tune Cross-section
and hadronization calculation

tt̄ Powheg-Box v2 NNPDF3.0 Pythia 8 A14 NNLO+NNLL [100,128,129]
tt̄ (*) MG5 aMC 2.6.0 NNPDF3.0 Pythia 8 A14 NNLO+NNLL [102]
tt̄ (*) Powheg-Box v2 MMHT2014 Herwig7 H7UE NNLO+NNLL [103,104,114]
SUSY Signal MG5 aMC NNPDF3.0 Pythia 8 A14 NNLO+NNLL [130–135]

Table 4.3.: Overview of the MC samples (SetB) used in the RPV direct higgsino search
(Chapter 8). The samples marked with (*) are alternative samples used to
validate the background estimation method or to assess systematic uncer-
tainties on the modeling. The abbreviation MG5 aMC is used to label the
MadGraph5 aMC@NLO generator.
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Figure 4.3.: Parton distribution functions (PDFs) of the gluon and valence sea quarks
of the proton obtained in the NNLO NNPDF3.1 global analysis [96]. The
left plot corresponds to hadronic scales (µ2 = 10 GeV2) and the right plot
corresponds to higher scales as present at the LHC (µ2 = 104 GeV2) [99].

Figure 4.4.: Schematic representation of a top-antitop-Higgs (tt̄H) event [110]. Protons
collide coming from the left and right sides. The big red blob points to
the hard-scatter interaction emitting outgoing particles of the hard process.
Initial (final) state radiation is shown in curly blue (red) lines produced be-
low (above) the hard process blob. The hadronization of final-state partons
are represented by the light green ellipses while dark green circled blobs are
hadrons produced in the hadronization step. The big purple blob shows the
underlying event (secondary interaction) generated by the proton remnants.
QED radiation is shown by yellow lines.
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5. Event Reconstruction
As discussed in Chapter 3, the reconstruction of analysis objects combines information
of different parts of the ATLAS detector, by building particle candidates from the mea-
sured energy deposits and tracks pointing to the studied particles. However, the object
reconstruction is not perfect and miss identifications can occur. To mitigate this, certain
quality criteria are introduced to identify the analysis objects.

Not all reconstructed particle types are relevant for every analysis. Different signal
models predict certain objects in the events, so additional selection criteria are applied
to different variables to reject events outside the phase space of interest. These criteria
include, for example, restrictions on the number of reconstructed particles of a certain
type. Objects that pass this looser set of criteria are named baseline objects. After-
wards, some more sophisticated criteria are required to obtain the event selection, so
the remaining particles are the signal objects. Only signal objects are considered as a
potential outcome of SUSY processes. Either way, baseline objects are needed for the
background estimation. In this thesis, the analyses select final states with exactly one
electron (e) or muon (µ). For the RPC stop searches in Chapter 7 a large amount of
missing transverse energy (Emiss

T ) is required. On the contrary, the RPV higgsino search
selects no or little Emiss

T and multiple jets.

5.1. Object Definitions
In this section, how the physics objects are reconstructed from the measured detector
signals is explained. The object selection consists of overlap removal (OR) and signal
selection. The OR ensures that there is no double-counting of objects as explained in
the following. The objects that pass the OR are selected as signal objects. Baseline
leptons that pass the OR but fail at least one signal criterion are named loose leptons.

5.1.1. Tracks, Primary Vertex Reconstruction and Topo Clusters
ID tracks are trajectories of charged particles reconstructed from hit information in the
ID [136]. Tracks are not used directly in the analyses presented, but they are basic
objects for higher-level reconstruction such as b-tagging and the reconstruction of lep-
ton candidates. Reconstructed track parameters are: pT, η, φ, d0, z0, and the charge
of tracks. These are measured using the track curvature caused by the magnetic field
provided by the solenoid magnet. The d0 and z0 are the transverse and longitudinal
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impact parameters. They are defined as the distances from the beam spot to the perigee
of the track in the transverse plane and z-direction.

The tracking algorithm starts with the Pixel clustering and SCT hits to define three-
dimensional coordinates (space points) in each layer of the tracker. On the Pixel detector
layers, the adjacent hits are assembled and a point in space is obtained. The SCT layer
contains two sensor layers on both sides of the SCT module that estimate a 3D position.
From 3D space points created in the clustering, track seeds are formed. A set of criteria
is applied to limit the number of track seeds and increase the track purity. The track
seeds are extended by incorporating additional space points on the IBL, the Pixel, and
the SCT using Kalman filter [137, 138], in this way track candidates are reconstructed.
In this step, the track collection contains an overlap of incorrectly assigned track candi-
dates. The ambiguity is solved by using a score in a reward/penalty scheme considering
the properties of the track candidates, such as the shared hits and holes in the ID sensors
are taken into account.

The track candidates still need to satisfy basic quality criteria as a pT threshold of
> 500 MeV, |η| > 2.5, and impact parameters. A high-resolution fit is then applied to
the track candidates that pass the ambiguity process to measure the track parameters
precisely. The high-resolution fit uses all available information, such as the position and
uncertainty of clusters of hits determined by an artificial neural network (NN). The NN
also identifies merged clusters that are formed by multiple particles. Finally, the track
candidates found in the silicon detectors are extended into the TRT, which are then
used in the high-level reconstruction algorithms, as explained in the following sections.

The interaction points of the pp collisions are obtained from the reconstructed tracks [139,
140]. The vertex is reconstructed by the adaptive vertex fitter [141], using the beam
spot as a seed position in the transverse plane. The vertex position resolution is about
30 µm in the longitudinal direction and of the order of 10 µm in the transverse plane.
The vertex with the highest sum of squared pT of tracks is selected as hard-scattering
vertex. This hard-scattered vertex is considered as the origin of the physics process of
interest. In the following, the hard-scatter vertex is referred to as the primary vertex
(PV), and the other vertices of pp collisions are referred to as pileup vertices.

Topological clusters (topo-clusters) are formed when the energy deposits in the calorime-
ters are clustered collecting the measured energies from neighboring cells [142,143]. The
reconstruction of topo-clusters uses the three-dimensional distribution of energy deposits
in the calorimeter cells. The energy and direction of an input particle are calculated by
summing all the energies in these cells. Topo-clusters are formed based on the cell signal
significance ζEM

cell , which is defined as the measured energy EEM
cell in the calorimeter cell

divided by the average level of the noise in the cell σEM
noise,cell as

ζEM
cell = EEM

cell
σEM

noise,cell
(5.1)
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Both energies are measured on the electromagnetic energy scale. This scale recon-
structs the energy deposited by electrons and photons. The calorimeter signal is con-
verted to energy for electrons and photons (EM scale). The hadron energy is different
from the EM scale due to different responses between the EM showers and hadron show-
ers.

The reconstruction of topo-clusters starts with the reconstruction of proto-clusters.
First, a seed cell with ζEM

cell > 4 is reconstructed as a proto-cluster. If the neighboring
cells have significant energy above a certain threshold, they are added to the proto-
cluster. Finally, if a cell in the new proto-cluster has ζEM

cell > 2, the neighboring cells are
checked to have ζEM

cell > 0 to be added too. Topo-cluster formation is a sequence of seed
and collect steps, which are repeated until all topologically connected cells passing the
criteria described above is satisfied. The direction of a topo-cluster is calculated from
the average of positions of cells in η and φ.

Figure 5.1.: Illustration of the trajectory of an electron through the detector. The red
trajectory shows the hypothetical path of an electron, which first traverses
the tracking system and then enters the electromagnetic calorimeter. The
dashed red trajectory indicates the path of a photon produced by the inter-
action of the electron with the material in the tracking system [144].

5.1.2. Electrons
Electron candidates are reconstructed from energy clusters formed in the EM calorime-
ter matched to a track in the inner detector (ID). Figure 5.1 shows an illustration of
an electron trajectory passing through the detector components. The reconstruction
of an electron is based on track reconstruction, cluster reconstruction, and track-to-
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cluster matching. Additional to the track fit presented in Section 5.1.1, another fit is
performed if the first one fails. In the second fit attempt, the bremsstrahlung losses
from electrons are considered by an additional degree of freedom using a Gaussian-sum
filter (GSF) [145] to recover efficiency for electrons. Clusters of the calorimeter cells are
reconstructed using the topo-cluster algorithm. The electron is reconstructed using the
energy from the EM calorimeter cells except for the transition region (1.37 < |η| < 1.63).

The electrons in the presented analyses are identified using the LooseAndBLayerLH
definition in [146] for the RPC stops search and MediumLH identification criteria [147]
for the RPV higgsinos analysis. These criteria set requirements on the showers widths
and energy deposits in the EM calorimeter or number of hits in the ID associated with
the track. Electrons reconstructed in Monte Carlo (MC) simulation are calibrated so
that their energy resolution matches the one observed in data. Baseline electrons are
required to have |η| < 2.47 and are used for the OR between jets and electrons. For
the RPC direct stops search a pT > 4.5 GeV is required while the RPV higgsinos search
selects electron candidates with pT > 10 GeV and not in the transition region between
the barrel and endcap calorimeters (1.37 < |η| < 1.52) [26].

To suppress electrons from secondary vertexes, signal electrons must have a transverse
impact parameter with respect to the primary vertex (d0) satisfying |d0|/σ0 < 5 with
σ0 as uncertainty. In addition, the primary vertex along the z0 beam direction needs to
satisfy |z0sinθ| < 0.5 mm. Furthermore, they must pass additional pT-dependent isola-
tion criteria. This improves the discrimination against semileptonic decays of hadrons
and misidentified jets.

Signal electrons are required to satisfy additional criteria such as TightLH definition
introduced in [147], which is an identification working point. Signal regions requiring
low-momentum leptons, such as the RPC stop analysis, have the tighter FCTight iso-
lation working point. The pT > 4.5 GeV selection is also required for signal electrons
in this search. The RPV search selected the isolation WP guided by the Isolation and
Fake Forum group recommendations on the PLVTight WP [148]. The analysis selected
signal electrons with pT > 27 GeV. In the RPV higgsinos search, the PLVTight WP was
found to have the best fake/non-prompt electron background rejection while keeping the
signal electron efficiency reasonably high. Scale factors that take into account discrep-
ancies between data and MC in the electron reconstruction, identification and isolation
efficiency are applied to MC events.

5.1.3. Muons
Muons are reconstructed from combined objects formed in the muon spectrometer, inner
detector and calorimeter. Muons are characterized by a long trajectory penetrating
the detector due to their small energy losses in the calorimeters. Muons in the physics
analyses are mainly prompt muons produced directly from decays of e.g. W/Z bosons or
potential BSM particles. Background muons from pion or kaon decays are suppressed at
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the isolation step. Several working points (WP) are provided depending on the tightness
of the muon identification (Loose, Medium, Tight). For the searches in this thesis, the
Medium working point was selected. The muon efficiency with the Medium WP is shown
in Figure 5.2 on the right. Within the ID acceptance |η| < 2.5, the Medium WP accepts
only combined (CB) and inside-out combined (IO) muons classified as follows [149,150]

• Combined muon (CB)
Muon candidate tracks are reconstructed separately in the ID and MS. Then, the
candidate tracks from each detector are used as a single muon combining the hits
from the ID and MS.

• Inside-out combined muon (IO)
The ID tracks are extrapolated to the MS using a complementary inside-out algo-
rithm. This algorithm searches for at least three aligned MS hits to be used in a
combined track fit recovering some efficiency in limited regions.

Muons originating from heavy particles such as W/Z bosons or BSM particles are
isolated, while muons from semileptonic decays of heavy hadrons (b- or c-hadrons) typ-
ically are accompanied by hadronic activity around the muon track. To reduce these
background muons from hadron decays, isolation variables are defined, two of which are
used in the searches presented. The first one is pvarcone30

T , the scalar pT sum of the muon
tracks with pT > 1 GeV in a cone of size ∆R = min(10 GeV/pmuon

T (GeV), 0.3) around the
muon track. The second variable is Etopcone20

T which is the scalar sum of the transverse
energy of topological clusters measured in the calorimeters in a cone of size ∆R = 0.2
around the muon, taking into account the contribution from the muon.

Baseline muons in the RPC stop search (RPV higgsino search) are selected up to |η| <
2.7 (< 2.5) and are required to have pT > 4 GeV (> 10 GeV) fulfilling the Medium [149]
identification criteria. The left plot in Figure 5.2 shows the muon reconstruction and
identification efficiencies as a function of pT as low as 4 GeV. For muon tracks with pT
greater than 10 GeV, the efficiencies and the data/MC agreement are stable. On the
contrary, the efficiencies drop significantly in the pT region below 5 GeV, as soft muons
crossing the calorimeters often do not have enough residual energy to reach the second
station of precision MS chambers.

Signal muons must pass the baseline requirements and in addition have impact pa-
rameters satisfying |d0|/σ0 < 3 and |z0sinθ| < 0.5 mm in both analyses. Signal muons
also satisfy the Medium [149] identification criteria. Like electrons, muons have similar
isolation criteria but with a fixed cut on the track-based isolation energy variable for the
RPC search. The RPV analysis uses the same isolation WP as in the electron criteria,
the PLVTight, and signal muons with > 27 GeV pT.
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Figure 5.2.: The left plot displays the reconstruction efficiency for the Loose, Medium
and Tight muons [150]. It shows the selection criteria as a function of
the muon pT (lower than 4 GeV), in the region |η| < 2.5 as obtained with
J/ψ → µµ events. The right plot shows the efficiencies only for the Medium
muon criteria in Z → µµ and J/ψ → µµ events as a function of pT in the 0.1
< |η| < 2.5 region. The error bars on the efficiencies indicate the statistical
uncertainty. The panel at the bottom shows the ratio of the measured to
predicted efficiencies, with statistical and systematic uncertainties.

5.1.4. Jets

Jets are reconstructed from three-dimensional topological clusters in the calorimeters.
The cluster reconstruction starts with a cell containing a certain energy deposit. Then,
neighboring calorimeter cells that have significant energy deposits compared to the ex-
pected noise are grouped into clusters. Using such clusters, jets are reconstructed by the
anti-kt jet clustering algorithm [151] with a distance parameter of R = 0.4.

The reconstructed jet candidates are calibrated [152] to account for the effects from
e.g. the calorimeter inhomogeneities, using calibration factors which depend on the en-
ergy and η of the jets. The calorimeters have a different response for electromagnetic
and hadronic constituents of the jets. The energy losses in inactive regions and energy
deposits which are below the noise threshold are not used in the jet reconstruction. In
addition, particles from pileup interactions (additional pp collisions) also affect jet ener-
gies, these additional particles increase the jet-energy response and make it luminosity-
dependent.

In the simulation, truth jets are formed from generator-level particles with a lifetime
≥ 10 ps produced in the fragmentation model of the MC generator. The calibration
factors are derived from simulation and defined by [152]:

R(E, η) = 〈 Ereco

Etruth
〉 (5.2)
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where Ereco is the reconstructed energy and Etruth is the jet energy at truth level. The
jet energy calibration also corrects for pileup effects. The calibration is then validated
with test-beam and collision data. This pT and η-dependent jet calibration corrects the
energy of the jet to be the same as the energy at particle level. There is also a pileup
correction to the direction of the jet to point to the primary vertex, and a further cor-
rection to reduce the dependence on quark-gluon composition.

The difference between data and MC is corrected via in situ calibration. In the in
situ calibration, the data and MC differences are quantified by the pT ratio of a jet to
other well-measured reference objects. The response Rin situ is defined as the average
ratio of jet pT to the pT of the reference object. The ratio of the Rin situ between data
and MC is used to correct the pT of jets as a function of jet pT and η. In order to
utilize good reference objects balancing to the jet that is being calibrated, Z boson,
photon, and multijet events are used. The uncertainties on the in situ mainly arise from
the miss-modeling of physics effects and the kinematic measurements of the reference
objects. A final residual calibration using in situ measurements is applied only to data
in all the analyses.

The baseline jets are required to have a pT >20 GeV and are used to perform OR.
Signal jets in the RPC (RPV) analysis are further required to have pT > 25 (20) GeV,
be within |η| < 2.5, and pass a jet vertex tagger cut [152] (JVT> 0.59 to suppress pileup
jets) if the jet pT is below 120 GeV and it resides within |η| < 2.4.

5.1.5. bbb-tagging
Jets containing b-hadrons can be identified as b-jets. The b-jet identification is based
in general on the measure of the first and secondary vertex information. Th MV2c10
algorithm is applied which uses a boosted decision tree (BDT) algorithm to discriminate
b-jets from light (u, d, s-quark or gluon jets) and c-jets [153] in the RPC stops search.
The BDT is trained with simulated tt̄ events for jets with pT < 250 GeV, while Z ′ events
are used for the jet pT above 250 GeV. The kinematic variables, pT, and η, are included
in the input variables for the BDT to account for their correlation with the discriminant
variables. The JetFitter algorithm [153] uses variables that describe properties of the
cascade decay, such as the number of vertices, the total number of tracks, and the ver-
tex mass. The MV2c10 distributions of b-jet, c-jets, and light-flavor jets are shown in
Figure 5.3. Working points are defined by selecting a certain threshold on the MV2c10
score above which jets are identified as b-jets. The WP with 77% b-tagging efficiency is
used in the RPC stops search which means that the probability of a b-jet within |η| < 2.5
is b-tagged amounts to 77%. This WP yields rejection factors for the light-flavor and
c-jets of 110 and 4.9, respectively.

In RPV higgsinos search, the DL1 algorithm [154] is used instead which is based on
an Artificial Deep Neural Network. A WP is chosen which provides an average b-jet
identification efficiency of 70%. The rejection factors for this WP are for light-flavor 130
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and c-jets 10.2.

Jets passing the pileup-cleaning requirement within the b-tagging acceptance of pT >
20 GeV and η < 2.5 are considered for b-tagging. The JVT > 0.59 is applied in the
same way as in the jet selection for both analyses. Scale factors that take into account
discrepancies between data and MC in tagging efficiencies are applied to the MC events.

To complement the RPC stops search, a dedicated soft b-tagging algorithm and cali-
bration were developed [155]. The results of the default b-tagging and the soft b-tagging
were combined to increase the sensitivity as seen in Section 7.5.

5.1.6. Overlap removal
Ambiguities can arise when the objects described above are reconstructed. As the object
reconstruction run independently from each other the same detector signature may be
used twice. For example, an electron could also be reconstructed as a jet in the calorime-
ters. The procedure to resolve this needs to be capable of retaining two different and
close by objects. A solution for this kind of problem is the OR optimized using simula-
tion following a scheme established in Run 1 [156].

In the OR procedure, a distance measure is employed using the rapidity y captur-
ing better than the pseudorapidity η where the jet’s pT is located denoted by ∆Ry =√

(∆y)2 + (∆φ)2 [157]. A shared track or distance between the two objects based on
∆Ry are used as matching criteria. The steps are performed in the following order, with
only surviving objects participating in subsequent steps:

• if an electron and a muon share an ID track and if in addition the muon is
calorimeter-tagged, the muon is removed, otherwise the electron is rejected

• if an electron and a jet (non b-tagged) are separated by ∆Ry < 0.2, then the jet is
discarded and the electron retained

• if a muon can be ghost-matched [159] to a jet within ∆Ry < 0.2 and the jet is not
b-tagged, the object is interpreted as a muon if the jet has less than 3 tracks with
pT > 500 MeV

• if a jet and a lepton overlap within ∆R < min(0.4, 0.04 + 10
p`T/GeV), then the lepton

is removed and the jet is retained

5.1.7. Missing Transverse Momentum
Momentum conservation implies that the total sum of transverse momenta in a pp col-
lision should be zero. Neutral weakly interacting particles, such as neutrinos or the
lightest supersymmetric particle (LSP), do not interact with any detector material and
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Figure 5.3.: MV2c10 distribution of b-jets, c-jets, and light-flavor jets [158]. The his-
tograms are normalized to unity. Scores close to one are given to b-jet-like
jets, while jets with low scores are less likely b-jets.

hence escape detection. As a consequence, a momentum imbalance in the transverse
plane originates in an event where such particles are present, referred to as the missing
transverse momentum ~Emiss

T . Only the transverse momentum is considered because the
longitudinal momenta of the partons are unknown. It is defined as the negative vector
sum of all reconstructed objects in an event and its magnitude is denoted as Emiss

T .

The reconstruction of ~Emiss
T contains a hard component from calibrated objects and

a soft component of charged-particle tracks from the ID which are associated with the
primary vertex but not related to any reconstructed object.

~Emiss
T = ~Emiss,hard

T + ~Emiss,soft
T (5.3)

with

~Emiss,hard
T = −

∑
electrons

~p e
T −

∑
muons

~p µ
T −

∑
jets

~p jet
T (5.4)

~Emiss,soft
T = −

∑
unused tracks

~p track
T (5.5)
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In the presented analyses, Emiss
T is computed using baseline jets, electrons, muons as

well an extra soft term built from high quality tracks associated to the primary vertex
but no to the baseline objects [160]. Photons are not considered but enter as jets,
electrons or via the soft term allowing Emiss

T to be almost independent of pileup effects.
In addition tracks that are not associated to reconstructed objects are included in the
Emiss

T calculation. Ambiguities between close-by objects are resolved by a dedicated OR
procedure [161] in the calculation, that runs independently from the one used in the
analysis.

5.2. Event Cleaning
Data corruption given by detector problems, software bugs, noise bursts and other issues
can happen. Before using the events for the analysis, events must pass an event cleaning
resumed in some stages [162]:

• Good Run List: The Good Run List (GRL) is used to remove luminosity blocks
(approx. 1–2 minutes of data taking) affected by detector problems.

• Cosmic Muons: Cosmic-ray showers produced in the atmosphere can overlap
with collision events. Since ATLAS is deep underground, the particles reaching
the ATLAS detector are predominantly muons [163]. To avoid this, a veto is
applied in cosmic muon candidates. Criteria depending on the longitudinal and
transverse impact parameters of impact with respect to the primary vertex are
applied.

• Jet Cleaning: Jets arising from cosmic rays, beam induced backgrounds or detec-
tor noise are suppressed by applying a quality criterion named BadLoose described
in [163]. It applies certain quality requirements depending on the signal pulse shape
in the LAr calorimeter, track variables and energy ratios.
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6. Search strategies
The purpose of the following chapter is to give an overview of the basic analysis strategy.
Two searches are presented in this thesis. The first one studies a direct production of
top squarks conserving R-parity (RPC). It is referred to as RPC stops. The second is a
search for direct higgsinos in a R-parity violating (RPV) scenario, ergo RPV higgsinos.
Their strategies are quite different, but their specifications are given in Chapter 7 for
RPC stops, and Chapter 8 for RPV higgsinos.

6.1. RPC stops and RPV higgsinos search strategies
In the following chapters, the searches are performed by looking for excesses over the
SM prediction in the collected data. To predict the SM events, we rely on the MC
simulation by making use of the established knowledge of the SM.

First, signal models are considered for a specific scenario and MC events are gener-
ated for signals and backgrounds. Afterwards, discriminating variables are constructed
by exploiting the kinematics of the processes. These discriminating variables separate
the SUSY signal from the SM backgrounds or a specific SM background from the rest.
Signal regions (SRs) are defined to maximize the sensitivity for a benchmark signal.
Different selections on the discriminating variables are optimized to suppress most of
the backgrounds.

6.1.1. RPC stops strategies
The search for direct stop production presented in Chapter 7 was designed with the fol-
lowing strategy. Two types of SRs are used in the analysis. First, a discovery scenario is
defined based on counting events in a signal region to quantify the existence of potential
excess. The other analysis technique, referred to as the exclusion scenario, is used in the
absence of any evidence for new physics beyond the SM, in which the SR is split into
multiple bins in a specific variable. The results are already public in reference [25].

SM processes that have a similar signature as the expected SUSY signal remain in
the SR. It is important to have a good understanding of these processes to study their
contributions to the SR. In order to estimate the background processes contaminating
the SR, control regions (CRs) are defined. The CRs are designed to have a high purity
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of one type of SM background process and a set of selection criteria similar to those
describing the SR. The difference is that requirements are altered to retain a sufficiently
large number of events from that process and reject most of the signal and other back-
grounds. Kinematically the CRs should be as close as possible to the SR to have a small
extrapolation from CR to the SR.

The prediction obtained from the CRs is verified by comparing it to the observed data
in dedicated validation regions (VR). They are typically defined between the SR and
the CR. All the SR, CRs, and VRs are required to be orthogonal to each other. Experi-
mental and theoretical systematic uncertainties are evaluated as explained in Section 7.4.

A simultaneous fit as in Section 7.4 is performed in the SR and the associated CR.
The VR is only used to cross-check the background prediction and it does not con-
strain the SM background events in the fit. The observed data are compared to the
SM background prediction estimated from the MC with scale factors, which correct the
imperfect modeling of the MC simulation. A maximum-likelihood fit is performed with
all the exclusion scenario bins. The reason for this procedure is that using the signal-to-
background ratios in the different bins leads to an increased sensitivity for a potential
signal exclusion. Signal regions are then compared to data looking for an “excess”, in
a process called unblinding. Hypothesis tests are performed to discover or exclude the
signals.

6.1.2. RPV higgsinos strategies
The strategy for this analysis is different from conventional SUSY searches. It cannot
rely fully on MC simulations due to its complex final state. This is why a data-driven
method was used. More details are presented in Chapter 8.

This analysis searches for RPV SUSY with many jets and b-jets in the final state. A
nominal analysis called jet-counting was used in the beginning. After a basic selection,
no additional cuts were imposed on any other kinematic variables aside from the num-
ber of jets and b-jets. This strategy alone was not sufficient to reach sensitivity in the
targeted scenario. For this reason in this thesis, a new extension of the analysis named
shape analysis is introduced. It includes a third variable based on a neural network (NN)
discriminant [26].

The NN training is performed imposing the constraint that the NN output distribution
of the main background is invariant with respect to the b-jet multiplicity. This property
is later exploited to estimate the background from data, as described in Section 8.2. The
estimation of the dominant backgrounds is carried out by a combined fit to the jet and
b-jet multiplicity. The parametrization applied is further explained in Section 8.2, and
its assumptions are then validated using data and MC simulation.
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6.2. Signal models

Two different signal models are presented in this thesis. The main target of this disserta-
tion is the search of direct t̃1 pair production in the R-parity conserved (RPC) scenario.
It is the main search because a complete high-energy physics analysis was performed.
Nevertheless, higgsino searches are also described using a machine learning technique in
a R-parity-violating (RPV) process. The R-parity-violating analysis searches for events
with at least one lepton, jets, and b-jets in the final state. This model considers directly
pair-produced higgsinos decaying promptly via the RPV coupling.
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Figure 6.1.: Cross-sections of SUSY signals as a function of the mass of the parti-
cle [166]. The cross-sections are calculated approximately at the NNLO
+ NNLL precision for the squarks (RPC stops) and gluino productions, and
the NLO+NLL precision for the electroweak (RPV higgsinos) productions.
For a pair of different types of particles, the two particles are assumed to
have the same mass. The colored bands show the uncertainties on the cross-
sections estimated from the variation of renormalization and factorization
scales and the PDF.

Figure 6.1 shows the production cross-sections of SUSY particles in pp collisions at√
s = 13 TeV, where the cross-sections depend on the masses of the SUSY particles.

The cross-sections are calculated at NNLO + NNLL precision for the t̃ shown in the red
curve used for the RPC stops model, and at NLO+NLL precision for the χ̃ (higgsino)
in purple used for the RPV higgsinos analysis.
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6.2.1. Simplified models
The large number of free parameters in the MSSM, the huge amount of possible de-
cay scenarios and not knowing the range of the masses of the supersymmetric particles,
make the experimental searches rather challenging. However, to evaluate searches for
new physics, an effective framework referred to as a simplified model is used. Simplified
models are only characterized by a small number of parameters, such as particle masses
or branching ratios, which are directly related to collider physics observables [164,165].
In this thesis, the targeted simplified models set all their sparticles masses to high values
except for the few sparticles involved in the decay chain of interest.

The experimental signatures can vary dramatically, depending on the spectrum of the
SUSY particles. The phenomenology of each model is largely driven by the composition
of its lightest supersymmetric particles. In this dissertation, for the RPC stops scenario
a pure bino LSP is considered. For the RPV higgsinos a higgsino LSP hypothesis is
used.

6.2.1.1. RPC pure bino LSP model

A simplified model is considered for the scenario that conserves R-parity where the only
light sparticles are the stop and the lightest neutralino as shown in Figure 6.2. The
decay modes depend on the mass difference between t̃1 and χ̃0

1 (∆m(t̃1, χ̃0
1)). When

∆m(t̃1, χ̃0
1) > mt, the t̃1 directly decays into the same flavor SM particle, top quark,

together with the LSP t̃1 → t + χ̃0
1. If ∆m(t̃1, χ̃0

1) is smaller than mt and greater than
mW + mb, the t̃1 decays via a three-body decay via an off-shell top quark t̃1 → bWχ̃0

1.
For the most compressed case where ∆m(t̃1, χ̃0

1) < mW +mb the four-body decay mode
takes place via an off-shell W boson t̃1 → bff ′χ̃0

1, where f and f ′ denote fermions1. In
each model a 100% branching ratio of the respective decay mode is considered. The
diagrams of these decay models are shown in Figure 6.3. The region where mt̃1

< mχ̃0
1

is considered as “forbidden” as the χ̃0
1 is taken to be our lightest supersymmetric par-

ticle (LSP). The main target of this dissertation is the most compressed region or the
four-body decay.

6.2.1.2. RPV higgsino LSP model

This analysis considers two models of pair-produced higgsinos decaying promptly via
a R-parity-violating (RPV) coupling. Under the hypothesis of R-parity conservation
(RPC) as explained in Subsection 2.2.5, SUSY particles must be produced in pairs
and decay to the stable lightest supersymmetric particle (LSP). The majority of SUSY
searches at the LHC assume RPC because the LSP is a good dark matter candidate
as explained in Chapter 2. The associated SUSY scenarios typically come with large
missing transverse momentum that results from the two undetected LSPs.

1A flavor changing decay t̃1 → cχ̃0
1 is not considered in this dissertation.
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Figure 6.2.: Possible decay modes in the RPC stops simplified model. The decay modes
depends on ∆m(t̃1, χ̃0

1). In each region of the phase space, 100% branching
ratio is assumed.

Figure 6.3.: Diagrams of t̃1 decaying into χ̃0
1. When ∆m(t̃1, χ̃0

1) is large enough to decay
to an on-shell top quark, the two-body decay (left) is considered. In the
three-body decay (middle), t̃1 decays into a b-quark, an on-shell W boson
and a χ̃0

1. The four-body decay (right) is the most compressed case where
∆m(t̃1, χ̃0

1) is too small for the t̃1 to decay via an on-shell W boson.

Complementary to the RPC SUSY searches are the RPV SUSY searches that require
no or little missing transverse momentum. The combined search program provides an
excellent coverage of unexplored regions.

A simplified model searching for SUSY via a direct higgsino production including χ̃0
1

χ̃±1 , χ̃0
2 χ̃
±
1 , and χ̃0

1 χ̃
0
2 is presented. The charginos and neutralinos are assumed to be

pure higgsino-like and they decay promptly via a RPV coupling into a variety of jets
and b-jets as seen in Figure 6.4. The SUSY masses are assumed to be almost the same
(. 1 GeV) for all the signatures mχ̃0

1
≈ mχ̃0

2
≈ mχ̃±1

. The three signatures χ̃0
1 χ̃

0
2, χ̃0

1

χ̃±1 , and χ̃0
2 χ̃
±
1 are combined for the full higgsino analysis. A new technique is shown

in Chapter 8 in order to gain sensitivity for these processes. Previous lower limits were
defined by LEP [167–169] excluding χ̃±1 masses below 103 GeV in a RPV scenario .

63



6.3. BACKGROUND EVENTS CHAPTER 6. SEARCH STRATEGIES

χ̃0
1

χ̃±
1p

p

λ′′
332

t

b

s

λ′′
332

b

b

s

χ̃0
1

χ̃0
2p

p

λ′′
332

t

b

s

λ′′
332

t

b

s

Figure 6.4.: Diagrams for the higgsino-like scenarios decaying via a RPV coupling [26].
The χ̃0

1,2 decay to t, b, and s quarks, while the χ̃±1 to s, b, and b quarks. The
process χ̃0

2 χ̃
±
1 is also taken into account.

6.3. Background events

Both analyses presented in the previous section target final states containing exactly one
electron or muon, which should be isolated from surrounding hadronic activity. Such
prompt leptons are typically produced from the decay of a W boson. The other decay
product from the leptonic W decay is a corresponding neutrino, which produces a sig-
nificant amount of momentum imbalance in the detector because it escapes undetected.
As a consequence, SM backgrounds with a W boson populate the same phase space
as potential supersymmetric decays. The processes shown in Figure 6.5 are the most
recurrent throughout the studies.

Figure 6.5.: Exemplary Feynman diagrams of the main background processes: tt̄ (left)
and W+jets (right).
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tt̄tt̄tt̄

In the signal regions, the top pair production (tt̄) is the dominant background process
as its topology resembles our supersymmetric RPC stop signal. The cross-section of the
tt̄ process at

√
s = 13 TeV is 818 pb [170]. The tt̄ background is classified into three

categories in terms of the decay modes of the top quarks. When both top quarks decay
hadronically (t → bW (→ qq)), it is called all-hadronic tt̄, and tt̄ with two leptonically
decaying tops (t → bW (→ lν)) is referred to as dileptonic tt̄. When one top decays
hadronically and another top decays leptonically, the event is categorized as semilep-
tonic.

Both semileptonic and dileptonic processes enter the RPC stops signal regions be-
cause of the high Emiss

T requirement, which in the background case originates from the
neutrinos. Despite the exactly-one-lepton requirement, the dileptonic tt̄ is a dominant
background in some cases when one of the leptons is lost due to the inefficiency of the
lepton identification or the lepton is out of acceptance.

In the higgsinos RPV model, the production of tt̄ with additional heavy-flavor jets is
the dominant background as regions with many jets and b-tagged jets are explored. In
fact, it is the only background taken into account for the RPV higgsinos studies pre-
sented, but the rest of the backgrounds are also taken into account for the full analysis
results.

WWW -jets
The W boson production associated with jets has a large cross-section at

√
s = 13 TeV,

190 nb [171]. A good amount of events with a leptonically decaying W boson pass the
one lepton and high Emiss

T selections. The W+jets events are strongly suppressed by
requirements of b-tagging, but the events with a gluon splitting to bb̄ pair (g → bb̄) from
initial or final state radiation enter the RPC stops signal region.

Single top
A process with a single top quark (or anti-top quark) is a negligible background in the
RPC stop signal region. Nevertheless, the single top production in association with a
W boson (Wt) gives the larger single top contribution with a cross-section of 94 pb [172].

Multiboson
Events with more than one electroweak bosons (W± and Z) are not main background
processes, but still these events account for some fraction of the background in the RPC
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stops signal region. Large Emiss
T is created by neutrinos from Z → νν or leptonically

decaying W bosons. Contributions are mainly from the diboson process, which has ex-
actly two electroweak bosons.

ZZZ+jets
The Z boson production is a minor background process in the RPC stops signal region.
The Z → ll process is suppressed by the one lepton and b-tagging requirements.

ttV
In spite of a small cross-section, tt̄+ V (V is Z or W±) is a tough background process,
it has not been precisely studied yet in SM measurements, which makes the estimation
of this process difficult.

Multijet
Most pp collisions do not contain leptons produced via electroweak interactions, but they
create quarks and gluons via QCD interactions, resulting in multijet signatures. The
multijet processes do not contain isolated leptons, but some of the tracks or clusters
can be misidentified as leptons. When the jet energy is miss-measured, the transverse
energy is not conserved, and a non-zero Emiss

T is obtained. The probability of having a
jet mimicking a lepton and creating large Emiss

T is very small.

However, events with a fake lepton are observed mainly in low Emiss
T regions due to

the large cross-section of the QCD processes compared to the electroweak processes.
The contribution of the multijet to the following analyses was found to be negligible
compared to the total amount of events (in RPV higgsinos analysis), and due to the
large Emiss

T requirement (in RPC stops).

6.3.1. Discriminating variables
The variables described are used to separate signal events from the SM background
events in the RPC stops search.

• mT: Requiring one isolated lepton (`), several jets and a big amount of missing
transverse energy (Emiss

T ) selects samples enriched with semileptonic tt̄ events and
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W+jets events. Both backgrounds can be reduced by implementing a transverse
mass (mT) to be above the mass of the W boson mass and defining mT as:

mT =
√

2 · p`T · Emiss
T (1− cos∆φ(~̀, ~pmiss

T )) (6.1)

where the lepton pT is p`T and ∆φ(~̀, ~pmiss
T ) is the azimuthal angle between the

lepton and the ~pmiss
T making the assumption that the lepton mass is negligible.

After this requirement the dominant background is dileptonic tt̄ with one miss-
identified lepton. The tt̄ products include high mT values and two or more high
pT neutrinos resulting in a big amount of Emiss

T .

• ∆φ(~p miss
T , b-jet): Is the azimuthal angle between the missing transverse momentum

and the b-tagged jet with the largest momenta. It is very effective in suppressing
W+jets background due to the emission angle of the b-jets from gluon splitting
which aren’t correlated to other decay products. After applying this variable, the
background is left mainly with tt̄ processes.

• p`T/E
miss
T : Is the ratio of the lepton pT and the missing transverse energy. This

variable is mainly exploited in the signal region as it requires a very low lepton pT.
This is one of our main discriminating variables as seen on Chapter 7.

• CT2: The leptons in the final state, originating from the off-shell W boson decay,
are expected to have very low pT. To compensate this, a high transverse momentum
jet from an initial state radiation (ISR) is required to boost the system in the
opposite hemisphere enhancing Emiss

T expected from the two LSPs, as shown in
Figure 6.6. The correlation between Emiss

T and the ISR jet candidate (pT(ISR)) is
taken into account to define a variable as:

CT2 = min(Emiss
T , pT(ISR) - 25 GeV)

where the numerical value of 25 GeV is used due to the fact that our jet preselection
starts at 25 GeV. The CT2 variable has been used before [173] to define signal
regions targeting signatures with soft final states.

6.3.2. Background estimation
This section explains the background estimation only for the RPC stops analysis because
the strategy is quite different from the RPV higgsinos. The RPV higgsinos background
estimation is explained in Section 8.2.

The background events in the RPC stops SRs are estimated based on MC simulation.
Each SR has a CR for a dominant background process to study their modeling. Once
an SR is defined with a maximum contribution of signal events, corresponding CRs are
constructed with similar SR selections. Normalization factors (NF) are measured ratios
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Figure 6.6.: Illustration showing the required ISR jet to boost the system and obtain
the required Emiss

T . The resulting objects are soft (low pT) including the soft
lepton selected from the off-shell W boson.
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Figure 6.7.: Illustration of the background estimation strategy. The SR is defined to
maximize the sensitivity to discover the signal. The CR is in a region where
enough background events are available and the signal contamination is
negligible. Between the SR and CR, the VR is defined to validate the
extrapolation from the CR to the SR.

of data to MC in CRs. The CRs should have enough data events to minimize the sta-
tistical fluctuation of the NF. The CR selection needs to be as close as possible to the
SR selection so that the normalization factor is obtained in a similar phase space. If the
CR and SR have different MC modeling, the normalization factor obtained in the CR
would overestimate or underestimate the background yields in the SR. It is important to
design the CRs with a negligible contribution of signal events, otherwise, the NF would
become large due to the signal contamination.

The CRs for all dominant backgrounds are then fitted simultaneously to obtain the NFs
for each process. VRs are used to check if the NFs give a proper data/MC normalization.
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The CRs and VRs need to have a good purity of the background process which they
represent. To increase the purity of the process, additional requirements that enhance or
suppress the others are applied. Figure 6.7 depicts how the regions are regularly defined.
The NFs are applied to each background in the SRs, CRs, and VRs.

6.3.3. Systematic uncertainties
A crucial part of the background estimation is to know how accurate the results are.
Statistical fluctuations systematic uncertainties can be present and increase the un-
certainty in the result. The systematic uncertainties are evaluated for all background
and signal samples using MC simulations. Systematic uncertainties are classified into
two types: experimental and theoretical. The first one is generally associated with the
calibration of physical objects, and the latter is usually caused by the imperfect mod-
eling of the MC simulation. In this section, the details of the uncertainties are explained.

6.3.3.1. Experimental uncertainties

The experimental uncertainties associated with each object come from the uncertainties
in its calibration. The variations in the number of events of the SR, CR, and VR from
each uncertainty source are included in the fit as nuisance parameters, described in Sec-
tion 7.4.

Jets
The jet energy scale (JES) and jet energy resolution (JER) are the main components of
the uncertainty in the momentum of jets [174, 175]. As already discussed in Chapter 5,
these uncertainties are associated with their calibration. The event yields are directly
affected by the uncertainties from the jet pT cuts or via indirect effects on the magnitude
and direction of Emiss

T .

Flavor tagging
The uncertainty from the b-tagging efficiency is estimated by varying the efficiency cor-
rection factors for b and c jets together with the miss-tag rate correction factors measured
in tt̄ and dijet events [176, 177]. These uncertainties affect SR event yields if CR selec-
tions have different flavor composition of b-tagged jets.

Missing transverse momentum
The uncertainties in Emiss

T originating from an object with high pT such as jets or lep-
tons are considered. They can lead to changes in the magnitude and the direction of
the missing transverse momentum. Since Emiss

T is determined from the physics objects
in an event, Emiss

T is re-calculated for each systematic variation of the calibrated objects.
Additionally, a soft term also contributes to the uncertainties in the scale and the reso-
lution [178] and is evaluated in the Emiss

T calibration with Z → µµ.
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Pile-up reweighting
The MC events are weighted to reproduce the distribution of the average number of in-
teractions per bunch crossing (µ) observed in the data, referred to as “pile-up reweight-
ing” [179]. An uncertainty in the reweighting is included accounting for the imperfect
residual in the pile-up modeling of the MC simulation.

Leptons
The size of the lepton uncertainties is typically small compared to the jet measurements,
nevertheless, the uncertainties in the electron and muon calibrations are considered. The
scale and resolution of the lepton momentum and the isolation efficiency measurements
are taken into account.

Luminosity
The uncertainty in the luminosity measurement is considered for minor backgrounds
that do not have a dedicated CR. The uncertainties mainly come from the vdM scan
and the calibration transfer from the scan to data. The uncertainty for the full Run 2
data is 1.7% [180].

Normalization
The uncertainties in the normalization factors of the dominant background processes are
taken into account as they originated from limited data statistics in the CRs.

Monte Carlo statistics
In some cases, the background and signal MC events are limited due to a tight selection
in the SR, causing a large uncertainty.

6.3.3.2. Theoretical uncertainties

Since the yields for the dominant background sources (tt̄ and W+jets) are obtained
in dedicated control regions, the modeling uncertainties for these processes affect only
the extrapolation from the CRs into the signal region but not the overall normaliza-
tion. They are given by the generator modeling, parton distribution function choice
and parton shower uncertainties. In the following, the different theoretical systematic
uncertainties will be explained for each background.

Transfer Factor method To extract accurate information from data, a probability
density function (PDF) is used whose parameters are included in the fitting procedure.
The fit performed to data is based on the CRs and SR being statistically independent.
One of the key ingredients to the fit procedure are the ratios of the event counts, called
transfer factors (TF), of each normalized background between the SR and CRs. It is
defined as the ratio of the yields. For example, the tt̄ TF which controls the number of
tt̄ events in the SR is:
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TFtt̄SR = N tt̄
SR

N tt̄
TCR

(6.2)

where N tt̄
SR and N tt̄

TCR are the number of tt̄ events in the SR and CR respectively. This
is calculated for the nominal (TFnom) and the systematic (TFsyst) samples. And the
double ratio (u) gives the desired systematic uncertainties:

u = (TFsyst − TFnom)
TFnom

(6.3)

The advantage of this method is that by choosing more kinematically similar CRs to
the SR, a greater cancellation in the systematic uncertainties is obtained in the extrap-
olation [181].

The statistical uncertainties (σ) are calculated as:

σTF = TF ·
√

( σSR

NSR
)2 + ( σCR

NCR
)2 (6.4)

and for the double ratio u they are defined as:

σu = TF′

TF ·
√

(σTF′

TF′ )
2 + (σTF

TF )2 (6.5)

In equation 6.5, TF′ denotes the transfer factor of the systematic sample and TF the
one of the nominal sample.

Variable by variable approach This method was only used when calculating the un-
certainties for the W+jets regions. When the theory uncertainties are limited due to the
available statistics for alternative samples, a method called variable by variable (VBV)
is used. It “boosts” the statistics by:

1. When defining the regions (SR, CR, VR), the number of events is taken separately
for each main kinematic variable defined in the SR. In other words, the preselection is
taken into account plus the cut of only one main kinematic variable.

2. Then the TFs are computed for one variable at a time, i.e.: TFmT = SRmT/TCRmT .

3. They are added variable by variable in quadrature for each systematic source. By
this, the uncertainty associated to each variable is then summed in quadrature to obtain
the total uncertainty estimate as

utotal =

√√√√variable∑
i

u2
i (6.6)
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σutotal = 1∑variable
i u2

i

·
variable∑

i

u2
i · σ2

ui
(6.7)

The disadvantage of this method is that by boosting the statistics, the uncertainty
numbers might not be entirely correct due to correlations, nevertheless, this is a valid
approximation and gives fairly good results as shown in the studies.

tt̄tt̄tt̄ modeling Hard scatter uncertainty is estimated by comparing different matrix ele-
ment (ME) calculations. The nominal tt̄ sample generated with Powheg (ME) [100] and
Pythia Parton shower (PS) [101] is compared with an alternative tt̄ sample generated
with MG5 aMC@NLO (ME) [102] and Pythia (PS). The difference is the uncertainty in
the hard scattering. The PS uncertainty is evaluated with an alternative sample with
Powheg (ME) and Herwig (PS) [103]. Systematic uncertainties from initial- and final-
state radiation are computed comparing nominal tt̄ events with reweighted tt̄ events
using internal event weights. The internal event weights include the variation of factor-
ization and renormalization scales and shower radiation.

WWW+jets modeling The uncertainty on the W+jets background from the MC generator
is estimated by comparing the nominal Sherpa [110] sample with MadGraph (ME) [102]
+ Pythia (PS) sample to evaluate the uncertainty in Sherpa PS. In addition, the renor-
malization, factorization, and soft gluon resummation scale uncertainties are evaluated
by varying these scales from 1/2 to 2 with respect to the nominal scales.

SUSY signal modeling Dedicated uncertainties in the SUSY signal acceptance due to
the modeling of additional radiation, factorization, renormalization, and parton match-
ing scales are evaluated. Besides, the SUSY signal cross-section uncertainty is taken
from an envelope of cross-section predictions using different PDF sets and factorization
and renormalization scales.

Minor backgrounds modeling Theoretical uncertainties on these processes have a neg-
ligible impact on the final result. Thus, flat uncertainties in the event yields are included
in each region as an inclusive modeling uncertainty. Also, a conservative uncertainty on
the theoretical cross-section of the respective SM background is applied.

6.3.4. Statistical treatments
For interpreting the results, a simultaneous fit of the data and MC predictions is per-
formed in all SRs and CRs. The underlying methods of the fit are based on frequentist
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statistics, in which probability is interpreted as the frequency of the outcome of a re-
peatable experiment under identical conditions [182,183].

The level of agreement of the observed data with a given model is quantified using
hypothesis tests. These evaluate a likelihood that describes the statistical model of the
analysis, i.e. the signal and background predictions in the different SRs and CRs and
the corresponding uncertainties. The HistFitter software framework [181] was used
with the HistFactory package [184] to build the likelihood and its associated proba-
bility density function (PDF). The parameters of the PDF are adjusted during the fit.
The PDF contains normalization factors that scale the background processes correcting
potential miss-modeling effects in simulations. The signal and background predictions
are affected by so-called nuisance parameters, which describe the impact of systematic
uncertainties. The nuisance parameters are included as priors in the fit and are initially
determined from auxiliary measurements.

The SRs and CRs are divided (binned) in ranges of some variables which show a
characteristic shape for certain signal or background processes. The events follow a
Poisson probability distribution describing the expected event yields in each bin as [185]:

P (ni|µsi + bi) = (µsi + bi)ni
ni!

e−(µsi+bi) (6.8)

which describes the probability to observe ni events in bin i given a Poisson probability
function with an expectation value νi = µsi+ bi. The term µ denotes the signal strength
and is tested in the hypothesis test. A value of µ = 0 stands for the background-
only hypothesis (absence of signal) and µ = 1 for the signal + background hypothesis
model [186]. The shape of the PDFs are characterized by nuisance parameters describing
the effect of systematic uncertainties [186] and explained in more detail in [183].

The nuisance parameters are typically modeled in a Gaussian form

C(α) = 1√
2π
e−(α−α

0
2 )2 (6.9)

with α as the nuisance parameter in the search. The α term can vary around α0, which
corresponds to a central value of a pre-fit yield. To construct the PDF for any com-
bination of nuisance parameter values, HistFactory uses various interpolation and
extrapolation algorithms, which are further described in Ref. [184].

The likelihood for the fit function is defined as the product of the Poisson probabilities
for all regions like

L(µ, η, α) =
N∏
i=1

P (ni|νi(µ, η, α))
M∏
j=1

C(αj) (6.10)

The first product runs over all N bins including the SRs and CRs bins, and the second

73



6.3. BACKGROUND EVENTS CHAPTER 6. SEARCH STRATEGIES

product over all M nuisance parameters. The terms η and α describe the sets of normal-
ization factors and nuisance parameters used in the analysis, with α = (α1, α2, ..., αM).
The final likelihood built by HistFactory also considers the statistical uncertainty of
the MC samples as well as the luminosity uncertainty. In the following, η, α, the sta-
tistical uncertainties, and the luminosity uncertainty are collectively denoted by θ. The
PDF built by HistFactory is equivalent to L(µ,θ).

Hypothesis tests In order to discover or exclude certain models like an SM-only pre-
diction or existence of new physics beyond the SM, hypothesis tests are performed [186].
In the following, µ refers to the signal strength compared to the theoretically predicted
signal yield. The test statistic for hypothesis tests is defined as a ratio of the likeli-
hoods [182]

λ(µ) = L(µ, ̂̂θ)
L(µ̂, θ̂)

(6.11)

where ̂̂
θ is the value of θ that maximizes L(µ,θ) for a given µ. The terms µ̂ and θ̂

are the estimators of µ and θ. The ratio λ(µ) varies between 0 and 1. Values close to
1 mean that a good description of the observed data is given with the hypothesized µ.
Usually, this is expressed by −2 lnλ(µ), where higher values imply a worse compatibil-
ity between the data and µ. Normally a signal process is assumed to contribute only
non-negatively µ ≥ 0. The estimator µ̂ can also take negative values for convenience.
The exact definition of the test statistics depends on the application.

One case would be if the observed data shows an excess over the SM background
expectations. If this happens, one would want to know and quantify how significant this
excess is. A hypothesis test can be performed in which the background-only prediction
constitutes the null hypothesis. This is tested against signal+background model taken
as the alternative hypothesis. To claim the discovery of a positive signal, it is necessary
to reject the background-only hypothesis. The test statistic is given by a q0 = −2 lnλ(0),
if the estimator is µ̂ ≥ 0, otherwise q0 = 0. If the studied signal exists, this would lead
to an increase in the SR event yields compared to the background-only expectations.
Its presence will not reduce the total yield, therefore, an under-fluctuation of the data
should not be used to reject the background-only hypothesis (q0 = 0).

On the other hand, if the observed data is in good agreement with the SM background
predictions, certain signal models can be excluded and upper limits can be defined on
the signal strength µ. In this kind of test, the null and alternative hypothesis need to
be swapped, i.e. the signal+background hypothesis must be rejected in favor of the
background-only hypothesis. Similarly to q0, observing more events than predicted by
the signal+background model should not be taken into account as an indication against
this hypothesis. Therefore, the corresponding test statistic is defined by
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qµ =
−2 lnλ(µ) µ̂ ≤ µ

0 µ̂ > µ
(6.12)

After the calculation of the test statistic, p-values are used to quantify the discovery
or exclusion sensitivity of the performed hypothesis test. The p-value gives the proba-
bility of obtaining a result that has an equal or greater incompatibility with the tested
hypothesis than the observed data. If the p-value lies below certain threshold, a given
hypothesis can be excluded. For the upper limit scenario presented in Equation 6.12,
the p-value is defined as

pµ =
∫ ∞
qµ,obs

f(qµ|µ)dqµ (6.13)

with the observed value of qµ as qµ,obs, and f(qµ|µ) as a PDF of the associated test statis-
tic under the assumption of signal+background hypothesis. By definition, a smaller p-
value means that the hypothesis with the µ is more incompatible with the observed data.

A p-value can be also interpreted as a statistical significance Z = Φ−1(1 − pµ). Z
reflects multiples of the standard deviation σ of a Gaussian distributed variable. Φ−1 is
the inverse of the cumulative distribution of the Gaussian distribution. In the particle
physics community, a new discovery is claimed if Z ≥ 5σ, corresponding to p0 ≤ 2.87
× 10−7. A 3σ is commonly considered as evidence for new physics. To exclude a signal
model, the threshold pµ = 0.05 (Z = 1.64σ) is used, which is referred to a 95% confidence
level (CL).

A distinction is made between observed and expected limits. The observed limit
corresponds to the test results using the actually observed data, while the expected
limit is defined as the limit which would be obtained from the statistical test, if the
observed data is equal to the SM background expectations.

The CLs method As the exclusion test is based on the evaluation of the signal+background
hypothesis, this is also referred to as the CLs+b method and the associated pµ is denoted
as ps+b.

If the sensitivity for a potential signal model in a dedicated SR is very low or a
downward fluctuation of data compared to the prediction is observed, the results can
be miss-interpreted and a potential signal could be falsely excluded. The CLs technique
aims to prevent excluding signal models with low sensitivity (b ≈ s + b). This method
takes into account both ps+b and pb. The latter denotes the p-value for the alternative,
i.e. background-only hypothesis of the exclusion test

pb =
∫ qµ,obs

−∞
f(qµ|µ)dqµ (6.14)

With ps+b and pb, the CLs value is defined as [187,188] :
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CLs = ps+b
1− pb

(6.15)

The CLs denominator can only be less than or equal to unity, as a consequence, the
exclusion criterion based on the CLs method is more stringent than the usual requirement
for pµ. If the signal sensitivity is very low, then ps+b decreases, but 1−pb as well, hence the
exclusion condition of the CLs value below a certain threshold will not be satisfied. The
CLs technique is a widely acknowledged procedure in the high energy physics community
and used in the documented analysis to derive an exclusion limit on the signal strength.
A signal is excluded at a 95% confidence level if the CLs value is smaller than 0.05 for
the background+signal hypothesis.

6.3.5. Previous results
RPC top squark search Top squark searches had been a benchmark scenario at AT-
LAS and CMS experiments since the beginning [190–211]. Figure 6.8 shows the summary
of ATLAS results as of 2017, the results from Run 1 and Run 2 in 2015–2016. In general,
the searches included the full-hadronic (0L), semileptonic (1L), and dileptonic (2L) final
state analyses. For the t̃1 → t+ χ̃0

1 (2-body) decay region, the 0L and 1L analyses have
strong sensitivities, while in the compressed scenario with t̃1 → bWχ̃0

1 / t̃1 → bff ′χ̃0
1

(3-body / 4-body) decays, 1L and 2L analyses have comparable sensitivities. At the
very compressed region of the 4-body decay, the mono-jet analysis uses a high-Emiss

T and
a high-pT ISR selection resulting in a high sensitivity in this area. On the contrary, the
1L and 2L analyses lose sensitivity due to the inefficiency of the lepton reconstruction.

The bottom right corner of the exclusion region with large ∆m(t̃1, χ̃0
1) has been ex-

tended to a stop mass of around 1 TeV, while in the compressed region, the search
sensitivities were lower due to the difficulties of the reconstruction of low pT particles.
Besides, the excluded region in the small ∆m(t̃1, χ̃0

1) phase space was smaller compared
to the large ∆m(t̃1, χ̃0

1) region. Therefore, the search in Chapter 7 is performed targeting
the stop in the 4-body region.

RPV higgsinos search The RPC SUSY scenarios usually require large Emiss
T accounting

for the two LSPs. The requirement of large Emiss
T is a powerful strategy for discrimi-

nating the SUSY signal from SM background processes. However, it might sacrifice
sensitivity from beyond the SM searches with small or no Emiss

T . Complementary to the
RPC searches, the RPV scenarios are defined as a search program providing excellent
coverage without a strong Emiss

T requirement.

The model presents a search for a natural SUSY scenario with minimum flavor vio-
lation (MFV) that predicts only the baryon-number-violating ūd̄d̄ coupling to be non-
zero [72], and is explained in more detail in Subsection 2.2.5.1. Signals with gluino and
stop production were the target of the previous iteration of the analysis [214] based on
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the 2015–2016 dataset. In the former searches, signals with direct higgsinos production
were defined but no sensitivity was reached [214]. Therefore, the previous paper tar-
geted the model shown in Figure 6.9 with a pair production of top squarks decaying into
electroweakinos and a top or b quark. In this process, the wino and higgsino scenarios
were presented as shown on the exclusion plot in Figure 6.10. For this reason, Chap-
ter 8 describes a new Machine Learning technique aiming to reach sensitivity for direct
higgsino production with the 2015–2018 dataset.
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Figure 6.8.: Exclusion contours from previous searches at ATLAS [212]. The results
of Run 1 analyses [190] and Run 2 analyses [189, 191–200] with the data
collected in 2015–2016 are displayed. Another scenario in which t̃1 decays
into a charm quark and the LSP [213] is overlaid, but it assumes a different
model with a flavor-changing neutral-current decay. The dashed lines show
the expected exclusion limits while the solid lines show the observed exclu-
sion limits. The gray dash lines separate the t̃1 decay modes depending on
the mass difference between t̃1 and χ̃0

1. If the on-shell top decay is kinemat-
ically allowed (∆m(t̃1, χ̃0

1) > mt), t̃1 → t+ χ̃0
1 is considered. In the diagonal

region where mb +mW < ∆m(t̃1, χ̃0
1) < mt and ∆m(t̃1, χ̃0

1) < mb +mW , the
3-body decay (t̃1 → bWχ̃0

1) and 4-body decay (t̃1 → bff ′χ̃0
1) are presented.

For each decay mode, a 100% branching ratio is considered.
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Figure 6.9.: Diagram of one of the simplified signal benchmark model considered in the
previous paper iteration [214]. It involves pair production of top squarks
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7. Search for top squark pair
production in the 4-body decay
mode with a single lepton final state

This chapter shows the main research of my thesis. A search for top squark pair pro-
duction in final states with one isolated lepton, jets, and missing transverse momentum
is presented. Proton-proton collision data are recorded by the ATLAS detector over the
full Run 2 of the LHC. The latest results of the analysis targeting a compressed region
of the top-squark phase space are shown where the mass difference between the t̃1 and
χ̃0

1 is smaller than the sum of a b-quark and the W boson mass. In this scenario the
t̃1 decays via a 4-body process into a b-quark, two soft fermions and a χ̃0

1. A strategy
to discriminate the SUSY signal from the dominant top-quark and W+jets background
processes is described. The presented results have been already published [215].

7.1. Event preselections
In this analysis, the stop four-body decay (t̃1 → bff ′χ̃0

1) with m(t̃1, χ̃0
1) = (450, 400) GeV

signal is used as a benchmark signal to define a SR but the results for m(t̃1, χ̃0
1) = (450,

370) GeV are also shown. The reason was to study and optimize different ∆m’s and
choose the most compressed in order to better target this region. Events were selected
with exactly one lepton and high Emiss

T . The first set of the event selection criteria
(preselection) is summarized in Table 7.1. This preselection is useful in order to check
the kinematic distributions considered in the analysis. All events were recorded with
triggers that accepted events with Emiss

T above a given threshold. The Emiss
T triggers

relied on energy measurements in the calorimeter and on several algorithms based on
cells, jets or topological clusters. The triggers were fully efficient for events passing an
offline-reconstruction requirement of Emiss

T > 230 GeV. Afterwards, all regions require
Emiss

T > 230 GeV to ensure that the trigger was fully efficient. A jet-cleaning criteria is
applied for the leading jet in order to avoid having events that mimic an ISR + high
Emiss

T topology due to a fake high-pT jet.

The preselection for this search uses muons with pT > 4 GeV and electrons with pT
> 4.5 GeV. To improve the signal-to-background ratio, the leading jet pT is required to
be larger than 200 GeV to select a boosted topology with a high-pT ISR. This helps in
choosing the t̃1 pair recoiling into the opposite hemisphere of the ISR jet.
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Table 7.1.: Preselection criteria.

Selection Preselection

Trigger Emiss
T triggers

Data quality jet cleaning
Second-lepton veto no additional baseline leptons

Number of leptons, tightness = 1 ‘tight’ lepton
Lepton pT [GeV] > 4 for µ

> 4.5 for e
Number of jets ≥ 1 (pT > 200 GeV)
|∆φ(j1,2, pmiss

T )| > 0.4
Emiss

T [GeV] > 230
mT [GeV] > 90

The result is large Emiss
T from the two LSPs. In order to reduce tt̄ and W+jets events

which have a leptonically decaying W boson, mT > 90 GeV is required. Finally, the
|∆φ| between the Emiss

T and leading jet is selected to be larger than 0.4 in order to reduce
multijet contributions. These events are produced by QCD processes with a jet that is
mis-reconstructed as a lepton and large Emiss

T created by mis-measured jets. If there is
more than one jet, the same requirement is also applied to the second leading jet. The
modeling of the key variables after the preselection are shown in Figures 7.1, 7.2 and 7.3.
As the low lepton pT preselection was applied, a miss modeling is seen in high lepton pT
regions in figure 7.3, for this reason the preselection was different in the other analyses
using hard leptons.
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Figure 7.1.: Comparison of data and simulation for the main discriminating variables
before fitting MC to data at preselection level. The preselection cuts are
applied except the one on the displayed distribution. The overflow is in-
cluded in the last bin.
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Figure 7.2.: Comparison of data and simulation for the main discriminating variables
before fitting MC to data at preselection level. The preselection cuts are
applied except the one on the displayed distribution. The overflow is in-
cluded in the last bin.
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Figure 7.3.: Comparison of data and simulation for the main discriminating variables
before fitting MC to data at preselection level. The preselection cuts are
applied except the one on the displayed distribution. The overflow is in-
cluded in the last bin.
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7.2. Signal region
A signal region (SR) is an area of phase space where the SUSY signal is enhanced, as
explained in more detail in Section 6.1. In this analysis, the stop four-body decay (bffN)
with m(t̃1, χ̃0

1) = (450, 370) and (450, 400) GeV signals are used as benchmark signals to
define a SR. The stop decays via 4-body (bffN) to a bottom quark, two fermions, and
a LSP when ∆m(t̃1,χ̃0

1)< mW is satisfied. The SR is optimized for ∆m = 50, 80 GeV so
the standard ATLAS b-tagging (pT > 20GeV) is used [153,216]. This is the reason why
the SR is named bffN btag.

On top of the preselection, tighter selection criteria are applied to define the SR. The
event selection for the bffN btag SR is summarized in Table 7.2. Distributions of the
variables used to define the SR are shown in Figures 7.7. Leptons and all objects in the
final state, originating from the off-shell W boson, are expected to have very low pT even
after the preselection. Therefore, a high transverse momentum jet from an initial state
radiation (ISR) is required for triggering. The ISR jet, which is explicitly required to be
non b-tagged, tends to boost the system in the opposite hemisphere enhancing the Emiss

T
value expected from the two neutralinos. The correlation between Emiss

T and the ISR jet
candidate is exploited to define the CT2 variable explained in Subsection 6.3.1. The high
CT2 > 400 GeV requirement directly affects the Emiss

T and the first jet pT events towards
the 400 GeV value. The b-jet in the SUSY signal is expected to have low pT, hence a
< 50 GeV selection helps to gain sensitivity. The signal events also have a low-pT lepton
(p`T) and large Emiss

T . Therefore, p`T/Emiss
T is a good estimator to separate the signal from

the background.

Two types of SRs are defined: a single-bin SR targeting a discovery and a shape-
fit SR for excluding signals when there is no discovery. A single-binned signal region
corresponds to a simple cut-and-count analysis in which the number of events in the
signal region is counted. The single-bin SR is defined with p`T/Emiss

T < 0.05 as shown in
Table 7.2. In a scenario where no excess is observed, a combined bffN btag exclusion
region is defined by performing a 2-variable shape-fit in the bffN btag signal region
shown on Table 7.4. As depicted on Figure 7.5, the bffN btag exclusion region contains
the single-bin SR. In this way, the selection is binned in key variables to retain sensitivity
to the widest possible range of t̃1 and χ̃0

1 masses for the exclusion.

The event yields after applying the single-bin SR selection are shown in Table 7.3
for background and the benchmark signals. The fractions of the background processes
before applying the normalization factors are displayed in the pie chart in Figure 7.4.
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Table 7.2.: Summary of the event selections defining bffN SR with the b-tag. Preselection
is applied.

Selection bffN b-tag region

Njet, Nb−jet ≥ (2, 1)
CT2 [GeV] > 400
mT [GeV] > 90

leading b-jet pT [GeV] < 50
min ∆φ(pb-jet

T , Emiss
T ) < 1.5

p`T/E
miss
T < 0.05 (discovery)

p`T/E
miss
T and min ∆φ(pb-jet

T , Emiss
T ) as Table 7.4 (exclusion)

Table 7.3.: Pre-fit expected events in bffN btag SR for 139 fb−1. Only the statistical
uncertainty of the MC samples is given.

Process Events
Multiboson 1.07 ± 0.14
Single top 0.82 ± 0.13
W+jets 2.23 ± 0.54

Background Z+jets 0.40 ± 0.13
tt̄ 1L 1.36 ± 0.17
tt̄ 2L 7.29 ± 0.22
ttV 0.21 ± 0.08
Total SM 13.38 ± 0.66

Signal m(t̃1, χ̃0
1) = 450, 370 GeV 34.87 ± 2.89

m(t̃1, χ̃0
1) = 450, 400 GeV 36.11 ± 2.82

Figure 7.4.: Breakdown of the individual SM contributions to the signal region. The
minor background processes are merged into the “Others” category.
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Table 7.4.: Description of the 2-dimensional shape-fit for the bffN btag signal region
used to maximize the exclusion sensitivity.

p`T/E
miss
T min ∆φ(pb-jet

T , Emiss
T )

bffN1 < 0.03, < 0.8
bffN2 [0.03, 0.06], < 0.8
bffN3 [0.06, 0.1], < 0.8
bffN4 < 0.03, [0.8,1.5]
bffN5 [0.03, 0.06], [0.8,1.5]
bffN6 [0.06, 0.1], [0.8,1.5]

Figure 7.5.: Sketch of the 2D shapefit selection.
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Figure 7.6.: Distribution plots of the variables chosen for the shape-fit selection with the
corresponding binning. The bffN btag SR cuts are applied except the one
on the displayed distribution. The events are not scaled by the normaliza-
tion factors, and only the statistical uncertainty is displayed. The last bin
includes the overflow. The minor background processes are merged into the
“Others” category
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Figure 7.7.: Plots for each discriminating variable defining the bffN btag single-bin SR
after applying the bffN btag cuts except the one on the displayed distri-
bution. The events are not scaled by the normalization factors, and only
statistical uncertainty is displayed. The last bin includes the overflow. The
arrow indicates the value and points to the direction of the selection criteria.
The minor background processes are merged into the “Others” category.
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Figure 7.8.: Plots for each discriminating variable defining the bffN btag single-bin SR
after applying the bffN btag cuts except the one on the displayed distri-
bution. The events are not scaled by the normalization factors, and only
statistical uncertainty is displayed. The last bin includes the overflow. The
arrow indicates the value and points to the direction of the selection criteria.
The minor background processes are merged into the “Others” category.
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7.3. Background estimation
To allow conclusive statements about the significance of a potential excess in the signal
selection, a reliable prediction of the SM background in the corresponding phase space
is required. After defining the SR, the main SM processes left are very similar to our
SUSY signal: dileponic tt̄ with one miss-identified lepton, and W+jets.

For the SR described in the previous section, two control regions (CRs) are defined.
They are kinematically close to the SR but with a few key variable thresholds inverted
to significantly reduce signal contamination and enhance the yield of a particular back-
ground. These CRs are then used in a simultaneous likelihood fit to constrain the
background normalization. The CRs are defined to normalize the main backgrounds:
dileptonic tt̄ (TCR) and W+jets (WCR).

In order to validate the background estimates from the CRs, validation regions (VRs)
are introduced for dileptonic tt̄ (TVR) and W+jets (WVR). The VRs are disjoint from
both the SRs and CRs. Background normalizations, referred to as normalization factors
(NF), determined in the CRs are applied to the VRs and compared with the data. The
VRs are not included in the final simultaneous fit, but provide a statistically indepen-
dent test of the background estimates. The potential signal contamination in the VRs
is required to be negligible compared to the total number of background events. If a
process is not normalized via a control region then it is estimated directly from Monte
Carlo simulation and theoretical cross-sections.

7.3.1. Control and validation regions
Table 7.5 summarizes the event selections for the TCR, TVR, WCR and WVR compared
to the SR. The event yields of the TCR and WCR are shown in Table 7.6 and Figure 7.9.
The ISR jet is the leading jet pT with a > 200 GeV selection and it is required to not be
b-tagged in every region. The CRs are defined with high p`T/E

miss
T compared to the SR

requirement to increase the background events and minimize the signal contamination.

In TCR the leading b-jet pT is selected with a higher value than the SR to enrich
the dileptonic tt̄ background and the intermediate value is used for TVR. A higher mT
cut in the TCR and TVR regions is applied to reduce other backgrounds contributions.
A b-jet pT requirement is omitted on the W+jets regions and instead high values of
min ∆φ(pb−jet

T , Emiss
T ) are selected to enhance W+jets events. An intermediate value be-

tween SR and WCR of min ∆φ(pb−jet
T , Emiss

T ) is selected for WVR. A positive charged
lepton is required in W+jets CR and VR. The reason is that more positively charged
leptons are expected in W+jets events than negative ones because of the different cross
sections between ug → W+d and dg → W−u. In the WCR selection, two events with
a high negative weight were observed. Studies were performed and explained in more
detail in appendix A.
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Table 7.7 shows the tt̄ and W+jets VR yields, and the breakdown is shown in Fig-
ure 7.10. Distributions of the key variables are shown in figs. 7.11 to 7.14 for tt̄ and
W+jets CRs, respectively. The data and MC distributions of variables in tt̄ and W+jets
VRs are shown in figs. 7.15 to 7.18. In all CRs and VRs, the signal contamination is
found to be negligible.

In order to test the background estimation method, the NFs obtained in the CRs,
are applied in the VRs and the observed number of events is compared to the predicted
number of events. The tt̄ and W+jets NFs obtained from the simultaneous fit in both
CRs are summarized in Table 7.8, which are applied to the CRs and VRs plots. Table 7.9
is the summary of the post-fit yields in all CRs and VRs. The number of predicted
SM events agrees with the observed data in the TVR and WVR regions within the
uncertainty, meaning that the backgrounds are correctly estimated.

Table 7.5.: Overview of the event selections defining bffN btag signal region and the as-
sociated control and validation regions. The maximum signal contamination
with respect to the total SM background yield is shown with respect to the
total number of SM background events in the region.

Variable bffN signal TCR TVR WCR WVR
preselection

CT2 [GeV] > 400 > 400 > 400 > 400 > 400
leading b-jet pT [GeV] < 50 > 100 [50,100] – –

mT [GeV] > 90 > 110 > 110 > 90 > 90
p`T/E

miss
T < 0.05 > 0.05 > 0.05 > 0.05 > 0.05

min ∆φ(pb−jet
T , Emiss

T ) < 1.5 < 1.5 < 1.5 > 2.3 > [1.5,2.3]
lepton charge – – – > 0 > 0

Max Signal Contamination ∼2% ∼6% ∼2% ∼7%
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Table 7.6.: Pre-fit expected events in bffN btag TCR and WCR for 139 fb−1. Only the sta-
tistical uncertainty of the MC samples is given.

TCR WCR

Multiboson 6.81 ± 1.44 12.08 ± 1.63
Single top 28.23 ± 1.12 11.09 ± 0.72
W+jets 15.62 ± 1.28 47.51 ± 2.72
Z+jets 0.23 ± 0.04 0.51 ± 0.13
tt̄ 1L 25.72 ± 0.94 13.49 ± 0.36
tt̄ 2L 194.84 ± 1.44 8.65 ± 0.30
ttV 6.38 ± 0.43 1.35 ± 0.19

Total SM 277.82 ± 2.85 94.69 ± 3.29

Figure 7.9.: Breakdown of the individual SM contributions to the TCR and WCR selection.
The minor background processes are merged into the “Others” category.

Table 7.7.: Pre-fit expected events in bffN btag TVR and WVR for 139 fb−1. Only statistical
uncertainty of the MC samples is given.

TVR WVR

Multiboson 4.00 ± 0.29 8.07 ± 1.54
Single top 10.43 ± 0.91 10.05 ± 0.52
W+jets 8.69 ± 1.01 43.48 ± 2.30
Z+jets 0.07 ± 0.05 0.32 ± 0.08
tt̄ 1L 10.33 ± 0.35 7.42 ± 0.26
tt̄ 2L 92.74 ± 1.02 14.82 ± 0.33
ttV 2.67 ± 0.27 1.64 ± 0.21

Total SM 128.93 ± 1.78 85.81 ± 2.86

Figure 7.10.: Breakdown of the individual SM contributions to the TVR and WVR selection.
The minor background processes are merged into the “Others” category.
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Table 7.8.: Normalization factors obtained by the background only fit in tt̄ and W+jets
CRs. The errors of the NFs include statistical, experimental, and theoretical
uncertainties.

Background process NF
tt̄ 0.799+0.088

−0.083
W+jets 0.831+0.276

−0.280

Table 7.9.: Post-fit yields in the CRs and VRs.

TCR WCR TVR WVR

Observed events 231 82 108 88

Fitted background 230.88± 15.21 82.10± 9.10 106.73± 9.50 74.00± 11.39

tt̄ 176.28± 18.81 17.59± 7.18 82.34± 10.88 17.73± 4.23
W+jets 13.00± 5.23 39.52± 12.97 7.23± 2.89 36.20± 13.72
Singletop 28.22± 8.93 11.09± 3.61 10.43± 3.34 10.05± 3.23
Multiboson 6.80± 2.19 12.05± 3.93 4.00± 1.30 8.06± 2.53
ttV 6.35± 3.71 1.34± 0.79 2.66± 1.56 1.63± 0.96
Z+jets 0.23± 0.07 0.51± 0.16 0.07± 0.03 0.32± 0.10
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Figure 7.11.: Comparison of data and simulation for TCR after applying the normal-
ization factors form Table 7.8. Statistical and experimental uncertainties
are displayed. The last bin includes the overflow. The minor background
processes are merged into the “Others” category.
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Figure 7.12.: Comparison of data and simulation for TCR after applying the normal-
ization factors form Table 7.8. Statistical and experimental uncertainties
are displayed. The last bin includes the overflow. The minor background
processes are merged into the “Others” category.
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Figure 7.13.: Comparison of data and simulation for WCR after applying the normal-
ization factors form Table 7.8. Statistical and experimental uncertainties
are displayed. The last bin includes the overflow. The minor background
processes are merged into the “Others” category.
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Figure 7.14.: Comparison of data and simulation for WCR after applying the normal-
ization factors form Table 7.8. Statistical and experimental uncertainties
are displayed. The last bin includes the overflow. The minor background
processes are merged into the “Others” category.
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Figure 7.15.: Comparison of data and simulation for TVR after applying the normal-
ization factors form Table 7.8. Statistical and experimental uncertainties
are displayed. The last bin includes the overflow. The minor background
processes are merged into the “Others” category.
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Figure 7.16.: Comparison of data and simulation for TVR after applying the normal-
ization factors form Table 7.8. Statistical and experimental uncertainties
are displayed. The last bin includes the overflow. The minor background
processes are merged into the “Others” category.
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Figure 7.17.: Comparison of data and simulation for WVR after applying the normal-
ization factors form Table 7.8. Statistical and experimental uncertainties
are displayed. The last bin includes the overflow. The minor background
processes are merged into the “Others” category.

99



7.3. BACKGROUND ESTIMATION CHAPTER 7. SEARCH FOR TOP SQUARK

400 450 500 550 600 650 700 750 800
 [GeV]

T
Leading jet p

0.5

1

1.5

D
at

a 
/ S

M

 [GeV]
T

Leading jet p

0

5

10

15

20

25

30

E
ve

nt
s

Data Total SM
 2Ltt  1Ltt

W+jets Single top
Multiboson Others

-1 = 13 TeV, 139 fbs
WVR

1− 0 1
Lepton charge

0.5

1

1.5

D
at

a 
/ S

M

Lepton charge

0

20

40

60

80

100

120

E
ve

nt
s

Data Total SM
 2Ltt  1Ltt

W+jets Single top
Multiboson Others

-1 = 13 TeV, 139 fbs
WVR

50 100 150 200 250 300 350 400
 [GeV]

T
Lepton p

0.5

1

1.5

D
at

a 
/ S

M

 [GeV]
T

Lepton p

0

5

10

15

20

25

30

35

40

E
ve

nt
s

Data Total SM
 2Ltt  1Ltt

W+jets Single top
Multiboson Others

-1 = 13 TeV, 139 fbs
WVR

1.5 1.6 1.7 1.8 1.9 2 2.1 2.2 2.3

)miss
T

, E
b-jet

T
(pΦ∆

0.5

1

1.5

D
at

a 
/ S

M

)miss
T

, E
b-jet

T
(pΦ∆

0

5

10

15

20

25

30

35

40

45

E
ve

nt
s

Data Total SM
 2Ltt  1Ltt

W+jets Single top
Multiboson Others

-1 = 13 TeV, 139 fbs
WVR

0.5− 0 0.5 1 1.5 2 2.5

b-jetN

0.5

1

1.5

D
at

a 
/ S

M

b-jetN

0

20

40

60

80

100

120

E
ve

nt
s

Data Total SM
 2Ltt  1Ltt

W+jets Single top
Multiboson Others

-1 = 13 TeV, 139 fbs
WVR

Figure 7.18.: Comparison of data and simulation for WVR after applying the normal-
ization factors form Table 7.8. Statistical and experimental uncertainties
are displayed. The last bin includes the overflow. The minor background
processes are merged into the “Others” category.
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7.4. Systematic uncertainties
An important point in the background estimation is to know how accurate the results
are. Statistical fluctuations and systematic uncertainties influence in an increase the
uncertainty in the result.

Systematic uncertainties are evaluated for all background and signal samples, using
MC simulations. Since the yields from the dominant background sources, dileptonic tt̄
and W+jets, are obtained in dedicated control regions, the modeling of uncertainties for
these processes affect only the extrapolation from the CRs into the SR, but not the overall
normalization. Systematic uncertainties are classified into two types: experimental and
theoretical uncertainties. In Section 6.3.3 the details of the experimental uncertainties
are explained and the method of the theoretical uncertainties estimation presented. In
this chapter only the results are shown.

7.4.1. Theoretical uncertainties results
The theoretical uncertainties in each region are summarized in Table 7.10. The uncer-
tainties in the transfer factors from the TCR or WCR to the other regions are estimated
by the method as for the analysis described in Section 6.3.3. Due to the small contri-
butions from the other minor background processes, a flat 30% uncertainty is included
for the minor background processes which do not have a dedicated CR. For the tt̄ back-
ground process, the main contributions come from the uncertainties in the parton shower
and hard scattering. For the W+jets background, the main contribution comes from
the generator comparison with the alternative MadGraph +Pythia 8 sample. In the
Appendix B the results for each theoretical systematic uncertainty, event yields, and
region plots are shown.

The uncertainties of the background prediction in the SR are summarized in Ta-
ble 7.11. The total statistical uncertainty is 30% for the expected SM events, and the
systematic uncertainty is 12%. The total uncertainty is defined as the quadrature sum
of the total systematic and the statistical uncertainties. Due to anti-correlations be-
tween the nuisance parameters, the total systematic uncertainties can be smaller than
the quadrature sum over the individual sources. The sources of these uncertainties are
explained in Section 6.3.3. The dominant systematic uncertainty comes from the tt̄ nor-
malization fit, arising from the statistical power of the tt̄ events in the TCR. The number
of events in the SR is also affected by the uncertainties originating from the jet energy
scale (JES). The W+jets normalization uncertainty is caused by the limited statistics
in the WCR, and the W+jets modeling uncertainty is the theoretical uncertainty as
discussed above.
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Table 7.10.: Theoretical uncertainties (%) in the signal m(t̃1, χ̃0
1) = (450, 400), tt̄ and

W+jets processes. The relative uncertainties with respect to the number
of events for the process in each region are shown. The uncertainties are
calculated from the transfer factors as explained in more detail in Subsec-
tion 6.3.3 and Appendix B.

m(t̃1, χ̃0
1)=(450,400) GeV tt̄ W+jets

bffN 2.18 5.51 26.67
bffN1 2.61 6.28 26.52
bffN2 2.49 6.42 4.66
bffN3 12.46 14.75 22.60
bffN4 11.64 15.79 28.40
bffN5 14.02 7.29 30.27
bffN6 9.18 11.38 30.27
TCR - - 15.47
WCR - 37.68 -
TVR - 7.70 17.05
WVR - 19.01 2.00

Table 7.11.: Summary of the dominant systematic uncertainties in the background pre-
diction in the bffN btag SR.

SR uncertainty[%] bffN btag

Statistical uncertainty
√
Nexp 30

Total systematic 12
tt̄ normalization 6.6
JES experimental 6.1
W+jets normalization 5.5
MC statistics 4.9
W+jets modeling 4.3
Theory 3.8
tt̄ modeling 3.1
Emiss

T experimental 2.4
Leptons experimental 2.3
b-tagging experimental 1.9
JER experimental 1.8
Pile-up 1.0
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Table 7.12.: Post fit yields in the bffN btag SRs. The “SR” is the single bin SR, while
“SR1-6” are the bins bffN1-6 defined in Table 7.4 for the exclusion. The
errors include statistical and systematic uncertainties.

SR SR1 SR2 SR3 SR4 SR5 SR6

Observed events 14 5 4 6 3 8 9

Predicted background events 11.26± 1.35 2.94± 0.40 4.94± 0.64 8.02± 0.94 2.38± 0.44 6.82± 3.66 6.36± 1.04

tt̄ 6.91± 1.05 1.83± 0.32 3.51± 0.56 5.09± 0.94 1.25± 0.28 2.10± 0.53 2.97± 0.56
W+jets 1.86± 0.84 0.29+0.35

−0.29 0.30± 0.18 1.04± 0.47 0.53± 0.36 1.35± 0.68 1.53± 0.94
Z+jets 0.40± 0.13 0.19± 0.06 0.00± 0.00 0.00± 0.00 0.27± 0.09 0.00± 0.00 0.01± 0.00
Sigletop 0.82± 0.54 0.23± 0.14 0.44± 0.14 0.71± 0.25 0.10± 0.05 2.99+3.88

−2.99 0.42± 0.17
Multiboson 1.07± 0.35 0.27± 0.09 0.68± 0.24 0.93± 0.31 0.17± 0.06 0.35± 0.11 1.21± 0.40
ttV 0.21± 0.12 0.13± 0.08 0.02± 0.02 0.25± 0.15 0.05± 0.03 0.02± 0.01 0.22± 0.13

7.5. Results
The observed data in the SR is summarized in Table 7.12, together with the predicted
background events. No significant excess was found in the discovery SR. The observed
p-value for the background-only hypothesis is p0 = 0.20, which corresponds to 0.84σ.
The distributions of the key variables with the SR selection are shown in Figure 7.19
and Figure 7.20. Since no deviation from the estimated SM prediction was found, ex-
clusion limits are derived from the shape-fit SR. For the exclusion, the SR with regular
b-tagging (bffN btag) and another SR with the soft b-tagging reference [215, 217] are
simultaneously fitted. The bffN btag is sensitive to higher ∆m(t̃1, χ̃0

1), while the SR
with the soft b-tagging has better sensitivity for low ∆m(t̃1, χ̃0

1) < 40 GeV. Figure 7.21
shows the gain of standard b-tagging comparing the expected exclusion limits with the
soft b-tagging only and the combination of the two b-taggers. For ∆m(t̃1, χ̃0

1) = 50 GeV,
the expected limit is improved from 400 GeV to ∼ 640 GeV for the mt̃1

.

In the exclusion limits, other signal regions are used for the 2-body and 3-body regions
from reference [215] . Figure 7.22 shows the observed and expected exclusion limits
at 95% CL in the mt̃1

versus χ̃0
1 plane, and Figure 7.23 shows the same limits with

∆m(t̃1, χ̃0
1) on the vertical axis. In the four-body decay region ∆m(t̃1, χ̃0

1) < (mb+mW ),
the limit reaches 640 GeV in the stop mass, and the limit is lowered to ∆m(t̃1, χ̃0

1) ∼ 20
GeV with the bffN btag and bffN softb combination.
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Figure 7.19.: Distribution of the variables used to define the bffN btag discovery SR.
The NFs are applied to the tt̄ and W+jets backgrounds. Statistical, theo-
retical, and experimental uncertainties are included. The last bin includes
the overflow.
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Figure 7.20.: Distribution of the variables used to define the bffN btag discovery SR.
The NFs are applied to the tt̄ and W+jets backgrounds. Statistical, theo-
retical, and experimental uncertainties are included. The last bin includes
the overflow.
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1).
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from the simultaneous exclusion fit using both soft b-tagging and standard
b-tagging SRs. The gray region shows the previous ATLAS results with
data collected in 2015-2016, which corresponds to 36 fb−1 [189,218–220].
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8. Search for RRR-parity violating
supersymmetry in events with
multiple jets and one lepton

The analysis presented in this chapter searched for new physics in final states character-
ized by high jet multiplicity and one isolated lepton. The model used 139 fb−1 of

√
s =

13 TeV proton-proton collision data collected by the ATLAS detector. The main target
was a natural SUSY signal model with minimum flavor violation (MFV) [72], which
predicts only the baryon-number-violating ūd̄d̄ coupling to be non-zero. In this way, the
lightest supersymmetric particle decays promptly via a R-parity-violating (RPV) cou-
pling to SM particles. Hence, this type of signal does not depend on a Emiss

T requirement,
complementing the R-parity conserving SUSY searches. The results of this analysis are
already public in [26].

This analysis extended the previous version [214] by including the full Run-2 dataset,
aiming to improve the search sensitivity to access direct higgsino production. Getting
sensitivity to higgsino production was extremely challenging due to its lower cross-section
and mass range. For this reason, the higgsino signal was the main target of this analysis
iteration.

8.1. Analysis Strategy
The signal model has been described in Chapter 6. This analysis searched for RPV
SUSY in final states with at least one lepton and many jets and b-jets. An important
feature of this type of analysis with many jets and b-jets in the final state is that a pure
reliance on Monte Carlo (MC) is not possible. MC would not correctly describe events
at such high jet-multiplicities. Therefore, a so-called data-driven method was applied,
explained in more detail in Section 8.2.

For the analysis selection, at least one signal electron or muon was required in the
event, at least four jets, and at least one b-jet. Up to 8 jets and 4 b-jets were expected
in the higgsino model. Signal leptons were required to have a pT > 27 GeV [26]. After a
basic lepton selection, no additional cut were imposed on any kinematic variable, includ-
ing Emiss

T and mT. The only variables used to discriminate between SM and a potential
SUSY signal were the number of leptons, jets, and b-jets. Apart from these objects’
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multiplicities, a lower bound on the jet transverse momentum of 20 GeV was used to
suppress background events. This strategy alone was not sufficient to reach sensitivity
to higgsino production. For this reason, a new extension of the analysis named shape
analysis was introduced and is explained in Section 8.3.

Besides the jet and b-jet multiplicities, the shape analysis introduced a third variable
based on a neural network (NN) discriminant. To extract the shape of the b-jet mul-
tiplicity from data without relying on MC, dedicated techniques were implemented in
the NN training to ensure a shape invariance with respect to a different number of b-jets.

8.2. Background Estimation
In the RPV higgsino scenario, a search for one lepton, multiple jets, and at least one
b-jet in the final state was performed. For this reason, the main SM background was
top-quark pair production with additional heavy flavor jets. The theoretical modeling
of this background at high jet multiplicity suffers from large uncertainties. To overcome
this, it was estimated from data by extrapolating the jet and b-jet multiplicity distri-
butions at moderate jet multiplicities, to higher jet multiplicities where the signal was
expected.

8.2.1. Jet Multiplicity Prediction
To estimate the contribution of the tt̄ background a data-driven approach was used. The
normalization estimate was based on a functional form describing the evolution of the
number of background events as a function of jet multiplicity by

r(j) = Nj+1/Nj (8.1)
with Nj as the number of jets in the tt̄ event. As shown in Figure 8.1, above a certain
number of jets, r(j) can be assumed to be constant (r(j) = c0) in a so-called staircase-
scaling [222]. It implies a fixed probability of additional jet radiation. This behavior
has also been observed by the ATLAS [223] and CMS [224] collaborations. For lower jet
multiplicities a poisson-scaling was seen following r(j) = c1/(j+1) with c1 as a constant.
The transition between these scalings depends on the jet kinematic selections.

For this search, a superposition of both scaling parameters was used as

r(j) = c0 + c1/(j + c2) (8.2)
with the scaling constants c0 and c1 obtained from data. Formula 8.2 provides a good
fit in the dedicated regions and in simulated MC samples.
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Figure 8.1.: Jet ratios R (n+1)
n

in e−e+ → jets production at 2 TeV center-of-mass energy.
They are shown as a function of the jet multiplicities [222]. The poisson-
scaling is seen for low jet multiplicities in the green-dotted line. For higher
jet multiplicities a staircase-scaling is shown in the dark red line.

The parameter c2 takes into account the ambiguity in counting jets originating from
the decay of tt̄ with additional jets. The distinction between ‘extra’ jets and jets from
the tt̄ decay was not trivial. A four-jet event could have passed the jet selection by
gaining jets via initial or final state radiation. The c2 parameter was fixed to a value of
−3 in case four jets from dileptonic tt̄ events were reconstructed. Fits on simulated tt̄
samples gave c2 = −2.8 for a 20 GeV threshold, and c2 = −1 for 100 GeV.

The number of background events with j jets was parameterized by

Nj = N4 ·
j′=j−1∏
j′=4

r(j) (8.3)

with the absolute number of jets in four-jet events N4. As the event selection required at
least four jets, N4 was the starting point for the scaling. The model was able to predict
arbitrarily high jet multiplicities. The prediction of the inclusive number of events above
a certain jet multiplicity was achieved by summing the predictions for all jet multiplici-
ties above it. The four parameters (ci, N4) were extracted per process from data.

The jet scaling in equation 8.3 was validated in data using dileptonic tt̄ events. The
dileptonic tt̄ data sample required an electron and muon candidate in the event with at
least two jets of which at least one is a b-jet.
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The scaling behavior in the dileptonic tt̄ sample could be tested for up to thirteen
jets, which corresponds to fifteen jets for a semileptonic MC tt̄ +jets sample as seen
in Figure 8.2. With the available statistics in the samples, the model provided a good
description of the jet scaling for different jet pT thresholds.
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Figure 8.2.: Figure showing the ratio of the number of events with (j + 1) jets to the
number of events with j jets in different samples. This fit was performed
to validate the jet-scaling parameterization. Each panel shows the ratio
of data or MC with the fitted parameterization overlaid as a dashed line.
The uncertainties shown are statistical. A good agreement between the the
samples and the scaling parametrization is seen [26].
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(1-4)

(4-8)

Figure 8.3.: Sketch representing the extraction of an initial template of the b-tag multi-
plicity spectrum in events with 4 jets, and its evolution. The main assump-
tion is that the difference in the b-tag multiplicity spectrum with n and n
+ 1 jets arises from an additional jet production. The red arrow represents
fj,b · x0 as in equation 8.5. It is the fraction of b-tagged jets in the j jet
slice times the probability of the additional jet not being b-tagged. For this
reason, the arrow is horizontal, meaning that the number of b-tagged jets
did not change. The green arrow illustrates fj,(b−1) · x1, which is is the frac-
tion times the probability of being b-tagged. The orange arrow represents
fj,(b−2) · x2 which is the fraction times the probability of being b-tagged and
causing a second b-tagged jet to move into acceptance.

8.2.2. bbb-Jet Multiplicity Prediction
A data-driven model was used to estimate the b-jet fraction in background processes
containing top quarks. The basic concept was based on extracting an initial template of
the b-jet fraction distribution in events with four jets. Then this template was parame-
terized for the evolution to higher jet multiplicities. In a given jet and b-jet multiplicity
region, the number of background events was given by

Nj,b = fj,b ·Nj (8.4)
with fj,b the fraction of events with b number of b-jets in events with j jets. The
extrapolation of the b-jet multiplicity distribution to higher jet multiplicities started
assuming that the difference in the b-jet multiplicity distribution with n and n + 1 jets,
arises from the production of additional jets.
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This can be described by a fixed probability of the additional jet being b-tagged. The
extrapolation to one additional jet was parameterized as

f(j+1),b = fj,b · x0 + fj,(b−1) · x1 + fj,(b−2) · x2 (8.5)
where the parameter x0 describes the probability of the additional jet not being b-tagged,
x1 of being b-tagged, and x2 being b-tagged and causing a second b-tagged jet to move
into acceptance. The x2 parameter dominated cases where the extra jet was a b-jet in-
fluencing the kinematics such that the extra b-jet, previously below the jet pT threshold,
entered acceptance. As the xi parameters describe probabilities, the sum ∑

i xi was nor-
malized to unity. The extrapolation of the b-tag multiplicities to higher jet multiplicities
is represented on the sketch in Figure 8.3. As a consequence, the application of this
parameterization produces a b-jet template for arbitrarily high jet multiplicities.

MC simulated events showed the necessity of an extra fit parameter. The new pa-
rameter ρ11 was introduced to capture the correlation between b-jet pairs produced from
gluon splittings. The initial b-tag multiplicity template was extracted from data events
with 4 jets, represented by f4,b and scaled by the absolute number of events N4 to obtain
the model in the 4 jet bin:

N4,b = N4 · f4,b (8.6)

where the sum ∑4
b=0 f4,b = 1, was normalized to unity.

8.3. Shape Analysis

8.3.1. Machine Learning
The essential concept of machine learning algorithms is that they can derive estimations
from multi-variate data themselves, meaning that these algorithms “learn” from certain
characteristics present in the data. The model needs to be trained to derive conclusive
predictions from data. Therefore, the dataset is split into a dedicated training set and
test set. The training set, as the name suggests, contains events on which the model is
trained, while the events in the test set are used to assess the model’s performance and
eventually tune the algorithm. A third set referred to as the validation set is completely
independent from the training and test set. The validation set contains a collection of
unseen events, from which the final model derives predictions while tuning the model’s
hyper-parameters (i.e. parameters for the learning process). The hyper-parameters are
constant parameters whose values are initialized before the learning takes place. They
are like settings that can alter the algorithm’s behavior, and they are optimized in the
course of training.

Neural networks (NNs) are one of the main tools used in machine learning. They are
formed by input and output layers, as well as a hidden layer, consisting of units that
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transform the input into something that the output layer can use. They are excellent
tools for finding patterns which are far too complex fro a regular analysis. The challenge
for using NN discriminants in this analysis was the background estimation. To extract
the shape of the NN output directly from data without relying on MC, the NN output
shape was conditioned to be invariant with respect to the number of b-jets. The jet and
b-jet counting analysis previously described, was not sufficient to reach direct higgsino
sensitivity. For this reason, a third variable based on a NN discriminant was introduced
to better separate signal from background. The NN was optimized to reach the low mass
scale and cross-section of the higgsinos.

The background was fitted to data in each jet and b-jet bin. The higgsino signal was
expected to be found in high b-jet multiplicities as shown in Figure 8.4. For this reason,
the shape of the NN output for different b-jet multiplicities in the tt̄ background needed
to be invariant. If shape invariance was achieved, a tt̄ template distribution could be
obtained from data in background-dominated regions with a low number of b-jets (with
1 and 2 b-jets regions). Then, this template can be applied to higher b-tag multiplicity
regions.

The NN was trained with dedicated techniques enforcing the invariance of the NN
with respect to the number of b-jets. The technique presented in this dissertation makes
use of a so-called adversarial neural network. In the RPV analysis team, another type
of NN was tested in parallel using a distance correlation algorithm [225].

da
ta

NN NN NN NN

  N   N   N   N

tt tt

signal? signal?

1-bjet                  2-bjets                      3-bjets                >= 4-bjets   

shape

Figure 8.4.: Sketch showing the distribution of the NN output variable depending on the
number of b-jets for the tt̄ background. The tt̄ background is normalized
from data in each jet and b-jet bin. The higgsino signal is expected to be
present at high number of b-jets (3 and 4). If the background shape is invari-
ant, the tt̄ template obtained in low b-jet multiplicities can be extrapolated
to higher ones without the necessity of MC.
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8.3.2. Adversarial Neural Network
The ML algorithm learns by means of a loss function. It is a method of evaluating how
well the algorithm models the given data. A loss function is represented by the sum of
squares of the difference between the actual and predicted value. If predictions deviate
too much from actual results, the loss function would result in a large number. Gradu-
ally, with the help of some optimization function, the loss function learns to reduce the
error in prediction. In a standard ML setup, the network is trained with a single objec-
tive: to separate SM background from SUSY signal. The motivation for introducing a
NN was to find an observable providing good signal-background separation, but whose
shape, under the background hypothesis, was invariant to b-jet multiplicities. This can
be achieved using an adversarial neural network (ANN).

8.3.2.1. ANN Description

For two b-jet multiplicities, nb and n′b the distribution of the NN output score is set
equal, pb(y|nb) = pb(y|n′b), where pb(y|nb) is the conditional probability density of the
NN output score y for nb b-jets. If invariance is achieved, a template of pb can be obtained
directly from data in low nb regions and extrapolated to higher nb. To achieve invariance
an additional term Linv to the NN loss function L is introduced as

L = Lmain − λLinv (8.7)
where λ is a parameter for tuning the strength of this additional contribution.

The ANN approach probes the difference between the distributions pb(y|nb) and
pb(y|n′b) of a neural net fmain with output y = fmain(x). This difference is achieved
by training an additional NN (adversarial) fadv with the discriminant y as an input, and
the prediction of the b-jet multiplicity (nb) as an output. The ANN is, in a sense, a model
pitted against an adversary [226]. If the output y strongly informs about the shape of
the distribution nb, the task of the adversarial network is “easy” leading to a low value of
Linv and consequently a higher value of the total loss function L. On the contrary, if the
distribution pb(y|nb) does not depend on nb, the task is difficult, leading to a high value
of Linv and consequently a lower value of the total Loss. So in this min-max “game”, L
returned low values for good invariance.

A sketch depicting this process is shown in Figure 8.5. The first network can be
defined as the discriminant y = fmain(x|θmain) (in orange) from x the discriminant, and
the second network as the adversarial one nb = fadv(y|θadv) (in purple). Given the two
networks, a joint optimization of both parameters θmain and θadv can be performed.
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λ

Figure 8.5.: Representation of the adversarial neural network (ANN) flow. A NN (in
orange) was trained with the single objective of separating signal from back-
ground. The adversarial setup (in purple) analyzed the resulting discrimi-
nant with respect a secondary objective. This secondary objective describes
the ability to predict the b-jet multiplicity purely from the discriminant in-
put. The goal was to find a good signal-background discriminator, whose
shape is invariant in different b-jet slices under the the background hypoth-
esis. Sketch taken from Lukas Heinrich slides.

The total objective function can be written as

L = (1− λ)Lmain − λLadv (8.8)
with Lmain as the loss of the primary network fmain with respect to the signal-background
separation. Ladv describes the adversarial network’s ability to predict the b-jet multi-
plicity of the event purely from the discriminant input.

8.3.2.2. Training and Validation

The NN was trained with a mixture of tt̄ samples for the background and a mixture of
higgsino samples for signal. The tt̄ sample was a mixture of 70% nominal tt̄ and 30%
of an alternative parton-shower tt̄ as explained in Subsection 4.2.2. The signal samples
used for the studies were a mixture of samples with mh̃ = 250, 300, 350 GeV (including
the χ̃0

1 χ̃
±
1 , χ̃0

1 χ̃
0
2, and χ̃0

2 χ̃
±
1 signatures). To obtain an independent validation set, 10%

of each sample was held out and did not enter any training procedure. The validation
dataset had the same composition as the training dataset, with a fraction of the full
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available MC statistics. For this reason, the validation set contained more statistics.
The performance of the NN was then evaluated on the validation dataset.

The secondary goal of the training was to achieve invariance with respect to b-tag
multiplicity. For this, the training data was prepared such that the training dataset had
approximately the same number of events for each b-tag multiplicity slice to have equal
statistics for validation.

The NN was only trained in jet multiplicities where a higgsino signal contribution
was expected. The NN was trained on inputs based on the leading lepton and from 4
to 8 jets. The observable was constructed from a combination of low-level inputs, such
as lepton and jet momenta, and high-level inputs corresponding to event-level variables
such as missing transverse energy and jet invariant masses. The high-level variables
consisted of

• jet and b-jet multiplicity of the event

• scalar pT sum of all jets (HT) and b-jets

• minimum distance between the leading lepton and any jet (∆R)

• Emiss
T and Emiss

T angle φ

• invariant mass of the three-jet system with highest pT

• invariant mass of the 3j + l + Emiss
T system with highest pT

• min(max m(jets)) defined by having all the jets in the event split into two groups.
Both groups have to contain at least one jet, and all possible combinations were
tested. The higher invariant mass of the two groups was selected, and then the
minimum across all possible groupings was taken. It had an endpoint for signal
events below mχ̃0

1
, since the lepton and Emiss

T components were ignored. Back-
ground events however did not show such an endpoint. The shape of this variable
had only a weak dependence on the number of b-tags, which helped the NN achieve
separation while remaining invariant under the number of b-tags

The low-level variables were:

• jet and leading lepton four momentum: pT, η, φ, and energy

• b-tag jet score defined by the pseudo-continuous working points [227]

The inputs were connected to a single output node via two fully connected hidden
layers of 100 neurons. The NNs were trained using PyTorch [228] and the Adam opti-
mizer [229].
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8.3.2.3. Metrics

Different metrics were devised to track the training progress and select the NN with the
best performance. The following were used for the ANN.

• Binary cross entropy [230–232]: used as a metric of signal-background separation.
Lower values of this metric indicate better separation. Cross-entropy is a measure
of the difference between two probability distributions for a given set of events.

• Invariance metrics across b-tag multiplicities:
– KL mean: mean of the discretized Kullback-Leibler divergence of the NN

shape between all off-diagonal pairs (nb 6= n′b). Explained in more detail in
the following.

– KL max: maximum of the discretized Kullback-Leibler divergence.
– Distance correlation: dCorr [225] measuring the correlation between two vari-

ables.

• Expected CLs: this metric computed the expected signal and background yields
using the pyhf [182, 233] package to compute the p-values and test the statistics.
The uncertainty on the background shape was derived as the maximum deviation
of each b-tag template with respect to the inclusive distribution. This metric was
affected by the separation and invariance previously described by including the
systematic uncertainty. Therefore the CLs metric was a combined measure of
both goals that the training needs to achieve.

• Combined loss: is the sum of the binary cross-entropy and the adversarial main
loss functions.

The Kullback Leibler divergence [234] DKL(p||q) is a measure of how one probability
distribution is different from a second. It is computed as the expected log-likelihood
ratio log p/q under one of the two distributions, resulting in an asymmetric measure.
For this reason it cannot compute the distance between two distributions.

The NN was trained to predict y = 0 for the tt̄ background, and y = 1 for the higgsino
signal. The target domain of the NN was a continuous variable x ∈ [0, 1]. The discrete
distributions p and q were estimated using training or validation set histograms with 4
bins. The discrete KL distance from q to p is computed as

DKL(p||q) =
N∑
i=1

p(xi) · log p(xi)
q(xi)

(8.9)

The distance correlation dCorr [225] measures the correlation between two variables
estimated from a finite sample of events. The correlation between the neural network
output y and the b-jet multiplicity nb can be used as a measure of the invariance of the
NN distribution with respect to the b-jet multiplicity dCorr2

bkg(y, nb). This correlation
measure is exactly zero if and only if nb and y are independent.
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8.4. Results

8.4.1. ANN
Different decision metrics and hyper-parameters were tested in order to select the best
combination. In appendix C these studies are presented showing that the CLs metric
was the best option by selecting the best CLs value reported during the trainings. The
CLs value was the selected metric due to its sensitivity to the shape invariance. Train-
ings were performed separately for njet = 4, 5, 6, 7, 8 samples to discriminate the higgsino
signal from the tt̄ background. The full distribution of the NN output, binned in four
bins with approximately equal signal fractions, was fitted in each of the regions with at
least one b-jet.

The hyper-parameters on Table 8.1 were used, where the batch size is the number of
samples processed before the model is updated. The number of epochs is the number
of complete passes through the training dataset. The size of a batch must be less or
equal to the number of samples in the training dataset. The learning rate is a tuning
parameter that determines the step size at each iteration while moving toward a mini-
mum of a loss function. It controls how quickly the model is adapted to the problem.
The lambda hyper-parameter is a regularization parameter as shown in Equation 8.8.
Setting lambda to 0 results in no regularization, while large values of lambda correspond
to more regularization.

Hyper-parameter Value
Training batch size 10 000
Validation batch size 500 000
Epochs 7 000
Steps per epoch 30
Learning rate 10−3

Lambda 0.9

Table 8.1.: Hyper-parameter settings for the adversarial training.

In total, 10 million signal and background events were sampled for test and train
categories.The training was performed for 7000 epochs. In each epoch, the loss function
was evaluated 30 times on batches of 10 000 events sampled from the training set, and
the network parameters were updated according to the gradient of the loss function with
an initial learning rate of 10−3. At the end of a training epoch the network was eval-
uated on a validation sample of 5 × 105 events, sampled once at the beginning of the
training from the validation set. The adversarial parameter was optimized according to
the expected CLs value in the training.
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After completing the training on all epochs, the configuration that achieved the best
CLs on the validation set was chosen, which was not necessarily the configuration after
the last training epoch. The evolution of the CLs metric was computed from the signal
and background event yields during the trainings.

Figure 8.6 shows the NN output distributions for the different jet multiplicities, where
good shape invariance is seen in between the b-jet samples (colored lines) in all the jet
slices, except in the 4-jet plot (top-left). The trainings were performed separately for each
jet slice. The 4-jet ratio plot shows a significant discrepancy between the b-jet samples
in the fourth bin, meaning that shape invariance was not achieved where more signal
was expected. The 4-jet sample was trained again with the same hyper-parameters as in
Table 8.1 but changing lambda to 0.95. This in order to look for a greater contribution
of the adversarial network in the total loss. The result is seen in Figure 8.7 where the
invariance in the 4-jet slice did not improve specially for the second bin.
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Figure 8.6.: Output distributions of the NN trained with the adversarial setup for njet =
4, 5, 6, 7, 8 tt̄ background events in different b-tag multiplicities. The NNs
were trained with λ = 0.9 and with all the hyper-parameters in Table 8.1.
The ratio of each template is displayed with respect to the average of all the
templates. The gray band in the ratio plot is a reference to 0.01, 0.05, 0.1
values.
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The performance of each training according to the CLs and KLmean metrics is shown
in Figure 8.8, where only trainings with CLs < 0.2 were considered. As it is seen, no
njet = 4 (blue) passes the CLs < 0.2 selection, not even with λ = 0.95 (brown). The
bad invariance in the 4-jet training leads to a large systematic which degrades the CLs
metric, and the results were not contained in the range of the plot.
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Figure 8.7.: Output of the NN trained with the adversarial setup, for njet = 4 tt̄ back-
ground events in different b-tag multiplicity bins. The λ parameter was
increased to 0.95 in an attempt to reach better invariance. The ratio of each
template is displayed with respect to the average of the templates. The gray
band in the ratio plot is a reference to 0.01, 0.05, 0.1 values.

Figure 8.9 shows the evolution of the metrics for the njet = 6 adversarial training
comparing the training set (blue) and the validation sample (orange). The contributions
of the signal, background, and the uncertainty for the CLs calculation in the fourth bin
are shown. The bin uncertainty was derived in the CLs calculation as the maximum
deviation of each b-tag template to the inclusive distribution. A large correlation between
the CLs metric plot and the fourth-bin uncertainty was observed, since the highest signal
contribution was expected in the fourth bin. The rest of the metric plots are shown in
Appendix D.
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Figure 8.8.: Metric performance for the different jet slices and metrics according to which
the best training was chosen. Only outputs with CLs < 0.2 are selected
which removes all the 4-jet results, as the large non-invariance leads to a
large systematic that degrades the CLs value.
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Figure 8.9.: Training metrics for the adversarial training with the njet = 6 sample. The
training set (blue) and the validation sample (orange) are compared with
respect to the training epoch. The title binary xent refers to the binary
cross entropy metric, and signal4 and bkg4 to the fourth bin tracking in
signal and background.

8.4.2. Distance Correlation

The distance correlation was an alternative approach performed in the RPV analysis
team where another type of NN was tested in parallel using a distance correlation algo-
rithm [225]. In the distance correlation training, the correlation between the NN output
y and the b-jet multiplicity nb was used to measure the shape invariance of the NN
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distribution with respect to the b-jet multiplicity. The distance correlation, denoted by
dCorr2

bkg(y, nb) is zero if and only if nb and y are independent, that is [235–237]

p(y, nb) = p(y|nb)p(nb) = p(y)p(nb) (8.10)

It follows that p(y|nb) = p(y) is invariant under nb → n′b. The loss function in the
distance correlation training was defined as

L = Lmain + λ · dCorr2(y, nb) (8.11)
extending L with a second term penalizing the training for such a correlation.

The dCorr replaces the adversarial neural network term in equation 8.8. The dCorr
training had the advantage that the set of hyper-parameters was only extended by one
(λdCorr), and no second network was trained.

The distance correlation training showed slightly better separation than the adversar-
ial training, and it was less susceptible to sample variations. Therefore it was chosen as
the final discriminant for the analysis results. Additional studies trying to combine both
scores show no improvement in either separation or invariance. As shown in Figure 8.10,
both NNs show a very similar classification of events, and therefore further combinations
were not helpful.
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Figure 8.10.: Plot showing the event correlation between the adversarial and distance
correlation neural network. Both featured a very similar classification of the
events, suggesting that a combination would not yield to an improvement.
Plot credits to Jan Kuechler.

Figure 8.11 shows the exclusion limits for the direct higgsino production with the
dCorr results. It is seen that LSP masses between 200 GeV and 320 GeV are excluded
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for the higgsino LSP. This results are already public in Ref. [26].

Even if the distance correlation setup showed slightly better results than the adversar-
ial one, the studies were documented in our internal note. The ANN output was capable
of maintaining a shape invariance with respect to the b-jet template. Only the lower njet
region (4-jet) showed some problems, but besides it, the results were very promising.
The second highest shape invariance in the ANN was seen in the sample with 7 jets with
∼ 6%. The dCorr output distribution maximum shape invariance was obtained from
4-jet sample with about 8%. Overall, ANN maintained a better shape invariance in the
first 3 bins (∼ 1%) than dCorr (max. ∼ 4%).

The ANN is a powerful tool capable of reaching sensitivity in difficult scenarios as
the RPV higgsino. The ANN not only separates signals from the background but also
performs an adversarial task. This interplay between the two setups can conditionalize
the output distribution to optimize the desired results. Complex analyses can take
advantage of this feature, for this reason, it is important to keep these studies for a
future upgrade or models with similar characteristics.
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Figure 8.11.: Observed and expected upper limits for the RPV models with higgsino LSP
hypotheses [26]. The yellow and green contours of the band around the
expected limit are the ±1σ and ±2σ variations including all uncertainties.
The theoretical prediction of the higgsino cross section is also shown in
the red dotted line inside the orange band, with the colored band as the
uncertainties on the prediction.
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9. Search for Mono-Top Signatures in
Compressed SUSY Scenarios

This chapter summarizes the SUSY mono-top feasibility studies results obtained in coop-
eration with Julius Ehrsam and Stephanie Steinmetz as part of their bachelor theses. It
presents a completely new and unexplored SUSY signature with Julius’ and Stephanie’s
remarkable optimization results. Although no analysis with ATLAS data has been pub-
lished yet, these studies show a promising search strategy that is sensitive to this new
signature.

A distinctive mono-top signature is present when the stop (t̃) and higgsinos (h̃) are
almost mass degenerate mh̃ ' mt̃. In this scenario, their decay products are too soft
to be detected leading to a final state with a single top quark and missing transverse
momentum (Emiss

T ). The mono-top process is the SUSY counterpart of the tt̄H process,
tt̃h̃, and it can have a measurable production rate due to the large top Yukawa coupling.
Two different mono-top processes, namely the pp → tχ̃0

1t̃ (TNT) and pp → tg̃t̃ (TGT)
are studied. In the TNT and TGT analyses, the search for the leptonic and hadronic
final states are presented. Due to the mono-top signature, uncovered compressed regions
in different SUSY grids are accessible as explained in the following.

9.1. Motivation
The higgsino-like LSP scenarios are favored by naturalness as discussed in Section 2.2.4.
There are three higgsino states: two neutralinos (χ̃0

2, χ̃0
1) and a chargino (χ̃±1 ). The

SUSY mono-top signature is characterized by small mass-splittings among the higgsino
states where they are almost mass degenerate mχ̃0

1
' mχ̃0

2
' mχ̃±1

.

A very challenging region to target is the so-called compressed region, where the lighter
stop t̃1 is only slightly heavier than the lightest supersymmetric particle (LSP) χ̃0

1. This
chapter presents the possibility of observing the stop-top-neutralino production process,
pp → t̃1tχ̃

0
1

1 (TNT), providing an additional handle for the compressed stop-higgsino
region. This process is the supersymmetric counterpart of the tt̄H process and crucial
to probe the interaction between stops and higgsinos.

1t̃∗1tχ̃
0
1 is considered as well.
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The TNT signature has been studied in [238–240]. Because the t̃1 is essentially invis-
ible as its decay products are too soft to be detected, the process leads to a distinctive
mono-top signature as shown in the left Feynman diagram of Figure 9.1. The production
rate of this process for the TGT should be high enough due to the top Yukawa coupling
Yt. The QCD multijet background in the mono-top can be controlled by requiring an
isolated lepton from the top-quark decay [238,239] for the leptonic channel or by recon-
structing a full hadronic top quark with a top tagger algorithm [241].

1

Figure 9.1.: Representative Feynman diagrams for the supersymmetric mono-top pro-
cesses. The left diagram shows the pp→ t̃1tχ̃

0
1 (TNT) where the ∆m(t̃1, χ̃0

1)
is very small. The right diagram represents a completely new SUSY signa-
ture pp → t̃1tg̃ (TGT) with a compressed ∆m(g̃, t̃1). The red dots denote
the interactions Yt for the stop-top-neutralino, and QCD for stop-top-gluino.

A completely new SUSY signature is presented defined by the pp→ tg̃t̃ (TGT) process
seen on Figure 9.1 right. In this mono-top process instead of a neutralino, a gluino is
produced together with a top quark and a stop. The study of TGT is highly motivated
because it has a stronger QCD coupling and a higher cross-section due to the 8 degrees
of freedom in the gluon.

9.1.1. Region to Target
The studies presented in the following assume the mass differences of ∆m(t̃1, χ̃0

1) = 10
GeV, and in the case of TGT ∆m(g̃, t̃1) = 10 GeV. These small mass differences between
the SUSY particles offer the opportunity to reach unexplored regions in some existing
SUSY analyses with phase space not excluded. The main target of the mono-top analysis
is to reach the most compressed region which is possible due to the fully reconstructed
top quark.

A previous search for a gluino pair production decaying into g̃ → tt̃1 → tχ̃0
1 + soft was

carried out by the ATLAS Collaboration [242]. Figure 9.2 shows the exclusion limits
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of this search in terms of the stop and gluino masses. It is seen that the sensitivity of
this search degrades towards the mg̃ −mt̃1

< mt line. The TGT model is expected to
be sensitive in the compressed region above the diagonal indicated with the gray dotted
line, where the gluino cannot decay into top-stop anymore. The forbidden region in this
plot is delimited by mg̃−mt̃1

< mt, and the TGT is constructed by mg̃−mt̃1
< 10 GeV.

Figure 9.2.: Observed (red solid line) and expected (blue solid line) exclusion contours at
95% CL as a function of g̃ and t̃1 masses in the scenario where both gluinos
decay via g̃ → tt̃1 → tχ̃0

1+soft and ∆m(t̃1, χ̃0
1) = 5 GeV [242]. Observed

limits from previous searches with the ATLAS detector at
√
s = 8 and

√
s

= 13 TeV are overlaid in gray and blue [243–245].

Another example in terms of the gluino and neutralino masses is seen in Figure 9.3 left.
The g → tt̄χ̃0

1 (Gtt) exclusion limits are seen where a pair of gluinos decays promptly via
off-shell top squarks to four top quarks and two lightest neutralinos. Exclusion limits
from analyses with different jet and b-jet multiplicities are seen. The analysis with
same-sign leptons (SS) in the final state is denoted with the blue curve. This analysis
overpasses the dotted line delimiting the forbidden area given by mg̃ − mχ̃0

1
< tt̄. To

have a better picture of the range of the SS analysis, the exclusion limits are shown
separately in Figure 9.3 right. Notably, the forbidden area limits of the SS analysis are
given by mg̃ −mχ̃0

1
< 2mW . The TGT analysis expects to have sensitivity in regions up

to mg̃ −mχ̃0
1

= 20 GeV, being able to access this unexplored phase space.
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Figure 9.3.: Exclusion limits at 95% CL based on 13 TeV data in the g̃ and χ̃0
1 mass plane

for the Gtt simplified model where a pair of gluinos decays promptly via off-
shell top squarks to four top quarks and two lightest neutralinos. All limits
are computed at 95% CL. The diagonal lines indicate the kinematic limit
for the decays. The left plot shows the full Gtt analyses combination [246].
The blue curve corresponds to the same-sign (SS) analysis and it passes the
kinematic limit (mg̃ < mχ̃0

1
+ tt̄), the plot on the right shows the exclusions

only for the SS analysis showing another kinematic limit (mg̃ < 2mW +mχ̃0
1
)

[247].

9.1.2. Mono-top Cross-sections
Phenomenological references [238–240] predict the cross section of tt̃1χ̃0

i as seen in the
plot in Figure 9.4. The red curves show the Leading Order (LO) cross sections of the
tt̃1χ̃

0
i production (i = 1 and 2 are combined) at 8 (dashed), 13 (solid) and 14 TeV

(dashed-dotted) LHC. The fixed parameters were ∆mt̃1−χ̃
0
1

= 10 GeV, mχ̃0
2

= mχ̃0
1

+ 5
GeV. The 13 TeV cross-section varies from 105 to 0.53 fb−1 as mt̃1

increases from 200 to
600 GeV.

The LO cross section of tt̃1χ̃0
i is compared with the Next-to-Leading Order (NLO)

cross sections of the t̃1 pair production (blue solid) [248, 249] and the Standard Model
tt̄H production (black solid) [250] at the 13 TeV LHC. The NLO cross section of the t̃1
pair production is ∼ 700 times larger than the LO cross section of the tt̃1χ̃0

i production
at mt̃1

= 200 GeV. This ratio decreases for larger stop masses and becomes ∼ 400 at
mt̃1

= 600 GeV. This is because for larger mt̃1
(and mχ̃0

i
), the relative importance of the

top quark mass decreases and the price to produce an extra top quark diminishes. The
tt̃1χ̃

0
i production at lower stop masses has a comparable cross section with that of the
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Standard Model tt̄H process.

Figure 9.4.: LO cross-section of the supersymmetric equivalent to the tt̄H process (pp→
t̃1tχ̃

0
i ) in the pure higgsino limit at the 8 (red dashed), 13 (red solid) and

14 TeV (red dashed-dotted) LHC [239]. These LO are compared with the
NLO cross-sections of the t̃1 pair production (blue solid) [248,249], and the
Standard Model tt̄H production (black solid) [250] at the 13 TeV LHC.

Cross-section studies at LO were performed for the mono-top processes presented in
this chapter. MadGraph 2.6.1 [251,252] was used as an event generator to calculate the
tt̃1χ̃

0
1 (TNT) and tt̃1g̃ (TGT) cross-sections. Both charge conjugated top-stop process

were taken into account, for example, pp → t̄t̃1g̃ and pp → tt̃∗1g̃, with ∗ denoting the
anti-stop. Figure 9.5 shows the cross-section results where the blue, black and red curves
are the same cross-sections previously shown in Figure 9.4, for t̃1t̃1, tt̄H, and tt̃1χ̃

0
i , re-

spectively.

The parameters used for TNT cross-section studies were mt̃1
−mχ̃0

1
(denoted in Fig-

ure 9.5 left as ∆m), ∆m(χ̃0
2, χ̃

0
1) = 5GeV, and ∆m(χ̃±1 , χ̃0

2) = 1 GeV as in reference [239].
It is seen in Figure 9.5 left that MadGraph cross-sections reproduce the results previ-
ously shown in Figure 9.4. The calculated cross section in [239] is slightly higher (red
curve), since the authors combined the cross-sections from t̃1tχ̃

0
1 and t̃1tχ̃

0
2.

The TGT is an entirely new SUSY process where the χ̃0
1 is substituted by a g̃. The

SUSY particles involved in this new process were also expected to be almost mass degen-
erate, mg̃ ' mt̃ ' mχ̃0

1
, to keep the distinctive mono-top signature. In this way, a higher

cross section is expected due the gluon’s 8 degrees of freedom. MadGraph was again
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used to estimate the TGT LO cross-sections. The results are shown in the right plot in
Figure 9.5, where different values of ∆m = (g̃, t̃1) were taken into account. It is nicely
seen that, in fact, the TGT cross-section is in the order of 30 times higher than for TNT.
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Figure 9.5.: Expected cross-sections produced with MadGraph in terms of the top-squark
mass. The blue lines show the tt̃ cross-section taken from [248,249], and the
black line the SM tt̄H cross-section [250]. The red lines show the combined
t̃1tχ̃

0
1,2 cross-section from reference [239]. The left plot shows the expected

cross-sections for different ∆m = (t̃1, χ̃0
1) in the TNT process, and the right

plot the cross-sections for the TGT process for different ∆m(g̃, t̃1). It is
clearly visible that the TGT cross-section is in the order of 30 times higher
than TNT.

9.2. Signal Regions Optimization
The mono-top signal samples were generated with MadGraph interfaced with Pythia
8 [101], while the background samples were the same as in Section 4.2.2 Table 4.2. Op-
timization studies were then performed to define a mono-top signal region. This section
presents J. Ehrsam’s and S. Steinmetz’s results for the mono-top quark decaying into
one lepton or hadrons.

As mentioned before, as the SUSY particles are almost mass degenerate, a distinctive
mono-top signature is expected. The mono-top kinematics are represented for TGT in
Figure 9.6. In the mono-top scenario, the masses of the t̃1 and g̃ are similar and not
significantly larger than the mass of the χ̃0

1, such that additional SM objects produced
during the SUSY decays are soft and invisible. Large Emiss

T is expected in the final state
accounting for the two χ̃0

1’s. This Emiss
T will recoil against the fully reconstructed top
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quark characterizing the kinematics of the process.

~g
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~χ1
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Figure 9.6.: Visualization of the kinematics of the TGT process decaying leptonically
on the left plot, and hadronically on the right plot. The high Emiss

T ex-
pected in the right sketch from the SUSY decays will recoil against a fully
reconstructed top quark.

The expected significance (Z) is a measure that quantifies how sensitive the analysis
is to a potential discovery. There are different approaches to estimate it and in the
SUSY mono-top analysis, Z was calculated using RooStats, a package with statistical
tools built on top of RooFit [253] and distributed in ROOT [254]. The leptonic final
state used a function named Binomial significance [255, 256], while the hadronic final
state the Asimov significance [255, 257]. To calculate Z, the number of signal event
yields, background event yields, and a relative error including the statistical uncertainty
of the background and a systematic uncertainty were used. For the leptonic channel the
relative background uncertainty was taken to be 25% and 30% for the hadronic channel.

The benchmark signal point of TGT was m(g̃, t̃1) = (600, 590) GeV. For TNT in the
leptonic channel was m(t̃1, χ̃0

1) = (100, 90) GeV, and in the hadronic one was m(t̃1, χ̃0
1)

= (300, 290) GeV.

9.2.1. Leptonic Final State
Julius [258] optimized the SUSY mono-top leptonic final state for TNT and TGT scaling
his results to 140 fb−1. The preselection of events possibly containing a leptonically de-
caying monotop signal has been directly designed from the expected final-state particle
content. As such, the presence of exactly one lepton (e or µ) candidate with a pT > 30
GeV was required, and one b-jet with a pT > 30 GeV selected. The Emiss

T trigger was
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used where for all samples the trigger was fully efficient above 230 GeV.

After these basic requirements a number of additional selection steps were imple-
mented to increase the sensitivity. Different kinematic variables were defined to sepa-
rate the SM background from the SUSY mono-top signal, explained in more detail in
appendix E. After the preselection, the remaining larger background was W+jets. To
reduce it, mT was selected above the W boson mass, and the invariant mass of the lepton
and the b-jet (mbl) was required to be less than the top quark mass < 170 GeV. This
in order to reduce the number of background events in which the identified lepton and
b-jet do not originate from a single top quark. After this selection, the main background
was dileptonic tt̄ with one miss-reconstructed lepton.

The asymmetric stransverse mass amT2 [259–262] is a kinematic variable targeting
dileptonic tt̄ events with a missing lepton. It has a boundary at the top quark mass for
the SM background, while the SUSY signals can exceed this limit. This variable was
used for the TNT and TGT optimization studies, with a selection higher than the top
mass (> 180 GeV). Small distances in terms of the ∆R variable between the highest
b-jet pT and the lepton were expected, because they are assumed to originate from the
decay of the same top quark.

A high Emiss
T cut was imposed to account for the two χ̃0

1’s. The mono-top signal was
expected in values of ∆φ(Emiss

T , l) closer to π because the lepton was a decay product of
the top quark while the Emiss

T originates from the SUSY decays, recoiling at each other
as shown in Figure 9.6. The negative vectorial sum of the pT of all jets, HT was only
useful in the TNT optimization.

The optimal selection for TNT and TGT is seen in Table 9.1. The main background
was dileptonic tt̄ with a contribution higher than 90%. The significances calculated with
the Binomial function function are shown. Two plots showing the amT2 distribution
with the optimal selection except the amT2 cut are seen in Figure 9.7.

9.2.2. Hadronic Final State
The mono-top hadronic final state was optimized by Stephanie [263]. These studies
were performed a year and a half later that the leptonic ones, for this reason new vari-
ables were introduced. The optimization for TNT was performed for higher mass points
than in the leptonic channel. The TNT and TGT results were scaled to 139 fb−1.
As a preselection, a Emiss

T trigger, events a with high Emiss
T value (> 300) GeV, and no

leptons were selected. After the preselection, the main backgrounds were tt̄ and W+jets.

The reconstruction of the hadronic top quark was not an easy task in the hadronic
channel. A top tagger algorithm (TopTag) was introduced [241,264] that reconstructed
high-pT “fat-jets” (or large radius jets) as a hadronic top quark, depicted in Figure 9.6.
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Table 9.1.: Summary of the event selections defining the optimal results for TNT and
TGT with one lepton in the final state. The yields for the total SM back-
ground and the mono-top signal are shown with statistical uncertainties. The
significance was calculated with the Binomial significance function.

Variable TNT TGT

Preselection
Emiss

T [GeV] > 270 > 380
1st b-jet pT [GeV] > 220 > 170
mT [GeV] > 200 > 300
mbl [GeV] < 170
amT2 [GeV] > 180
∆R(b, l) < 1.2
∆φ(Emiss

T , l) > 2.2 > 2.6
HT [GeV] < 350 –

Yields

Total SM 17.70 ± 2.39 7.65 ± 0.81
m(t̃1, χ̃0

1) = (100, 90) GeV 31.76 ± 7.23 –
m(g̃, t̃1) = (600, 590) GeV – 4.78 ± 0.46

Significance Z 3.38 1.04

A description of the algorithm is found in the appendix E.

The mT variable definition was different from the one described in Section 6.3.1. It
used Emiss

T and the first jet pT (mT (1st jet)), see appendix E. This variable utilized the
signal kinematics assuming that the highest jet-pT came from the hadronic top quark,
and the high Emiss

T from the SUSY decays. The min ∆φ(Emiss
T , j) followed the same

principle. To reflect the topology of signal events, the reconstructed top quark must be
well separated from the Emiss

T with a high difference in the azimuthal angle.

After the optimal selection, the main backgrounds still were tt̄ and W+jets. The op-
timal selections for the hadronic channel of TGT and TNT are listed in Table 9.2. The
total SM background and signal yields are also shown. The significance was calculated
using the Asimov significance function with a 30% of uncertainty. Figure 9.8 shows the
distribution with the optimal selection applied except for min ∆φ(Emiss

T , j).

Preliminary studies were performed to optimize higher mass points with larger ∆m (30
and 50 GeV). The same cuts were selected as in Table 9.2 except for min ∆φ(Emiss

T , j).
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Figure 9.7.: Plots defining the optimal mono-top selection in the leptonic channel ap-
plying the Table 9.1 cuts except the amT2. The bottom plot shows the
significance calculated in each bin following the Binomial significance func-
tion. The left plot shows the distribution for the TNT process, while the
right one for TGT. The TGT signal is scaled up by six so the shape is visible.
Only the statistical uncertainty is displayed. The last bin includes the over-
flow. The arrow indicates the selection boundary and points towards the
region of accepted events. The minor background processes are merged into
the “Others” category. The plots are taken from Julius Ehrsam thesis [258].

For higher ∆m, the decays of the SUSY particles are not as invisible anymore shifting
the distribution of min ∆φ(Emiss

T , j) to smaller angles.

9.3. Conclusions
In this chapter, two different supersymmetric mono-top signatures have been studied.
The first one, the tt̃1χ̃

0
1 (TNT), has already been presented in [238–240]. The TNT

LO cross-sections were calculated with different ∆m(t̃1, χ̃0
1). The results reproduced the

cross-section in [239] and checked that the TNT cross-section is in the order of 102 times
lower than the direct stop pair production. For this reason, a completely new SUSY
process was introduced, the tt̃1g̃ (TGT). It was motivated to have a higher cross-section
due to the gluon 8 degrees of freedom. Its cross-section was also calculated, and seen
that the TGT cross-section was in the order of 30 times higher than TNT.

The SUSY mono-top may access unexplored regions because it has almost mass de-
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generate SUSY particles and a fully reconstructed top quark. Julius and Stephanie
optimized the TNT and TGT processes in their bachelor theses. The studies were sep-
arated in leptonic and hadronic channels. Sensitivity was achieved in both channels for
the TNT and TGT scenarios.

Table 9.2.: Summary of the event selections defining the optimal results for TNT and
TGT with a hadronic top quark. The yields for the total SM background and
the mono-top signal are shown with statistical uncertainties. The significance
was calculated with the Asimov significance function.

Variable TNT TGT

Preselection
Emiss

T [GeV] > 550 > 600
TopTag == 1
mT (1st jet) [GeV] > 1100 > 1150
min ∆φ(Emiss

T , j) > 1.5 > 0.9

Yields

Total SM 5.60 ± 1.05 6.27 ± 0.98
m(t̃1, χ̃0

1) = (300, 290) GeV 4.31 ± 0.76 –
m(g̃, t̃1) = (600, 590) GeV – 6.48 ± 0.53

Significance Z 1.62 2.25

The leptonic channel reached sensitivity for TNT of 3.38 with ∆m(t̃1, χ̃0
1) = (100,

90) GeV mass point. This signal point has already been excluded by several analyses.
Nevertheless, these are preliminary results to be followed up in future studies. It seemed
that more complex variables are needed because the sensitivity on higher mass points
dropped dramatically. The TGT scenario with a lepton in the final state reached a
sensitivity of 1.04 with ∆m(g̃, t̃1) = (600, 590) GeV.

In the hadronic channel, the TopTag was introduced. It was a top tagging algorithm
that reconstructed hadronically decaying top quarks from “fat jets” and high jet pT.
The achieved sensitivity for TGT with ∆m(g̃, t̃1) = (600, 590) GeV was high enough
with a value of 2.25. TNT was optimized with higher mass points than in the leptonic
channel. The mass point used as a benchmark point was ∆m(t̃1, χ̃0

1) = (300, 290) GeV.
The reached sensitivity was 1.62.

It was nicely shown that sensitivity can be reached for TNT and the newly introduced
TGT, even at a preliminary stage. These results leave a good motivation and starting
point for future studies. The SUSY mono-top is a powerful model capable of reaching

136



CHAPTER 9. SUSY MONO-TOP 9.3. CONCLUSIONS

unexplored compressed SUSY regions. Usually, they are difficult to access due to the
mass degeneracy of the SUSY particles. These results show that the SUSY mono-top
signature provides a powerful benchmark model for designing a new search strategy.
With the monotop analyses shown, the diagonal in Figure 9.3 right (mg̃ < 2mW +mχ̃0

1
)

can be surpassed and that unexplored phase space could be reached.
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Figure 9.8.: Plots for defining the optimal mono-top selection in the hadronic channel
applying the selection from Table 9.2 except the min ∆φ(Emiss

T , j). The
distribution for the TNT and TGT processes are shown in the left and right
plots, respectively. The signals are scaled to show the shape of the events.
Only statistical uncertainty is displayed. The last bin includes the overflow.
The arrow indicates the value and points to the direction of the selection
criteria. The minor background processes are merged into the “Others”
category.
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10. Discussion
In Chapter 7 and 8, the results of the RPC stops and RPV higgsinos are presented. In
the following, the results are evaluated in terms of the exclusion limits. The RPC stops
results are compared with the results from a search performed by the CMS collaboration.
The RPV results are then compared to the last electroweakino limit defined by LEP.

The simplified model used in the RPC stops analysis for the small ∆m(t̃1, χ̃0
1) pre-

sented in Chapter 7 is also used in the CMS stop searches. The latest results of searches
for the stop four-body signature from CMS is based on the partial Run-2 data col-
lected in 2015–2016, which corresponds to an integrated luminosity of 35.9 fb−1 [265].
Two different approaches were used in the CMS analysis. The first one was a cut-and-
count analysis (CC) using a signal selection based on applying requirements on several
discriminating variables as in Section 7.2. The second approach used a multivariate
analysis (MVA) followed by a counting experiment approach in the signal selection. The
MVA approach exploited the correlations between discriminating variables for different
∆m(t̃1, χ̃0

1) kinematic regions, improving the sensitivity of the CC approach. Both ap-
proaches were based on a nearly identical preselection.

Figure 10.1 shows the expected and observed exclusion limits at 95% confidence level
from the CMS analysis. The results obtained from the one-lepton analysis with the CC
approach are shown on the left, and the MVA results in the plot on the right. The CC
search reached its highest mass exclusion of 500 GeV for ∆m ∼ 30 GeV, for the MVA
search the maximum sensitivity was reached for the highest ∆m of 80 GeV excluding
top squark masses up to 560 GeV. Comparing the limit with the one presented in Sec-
tion 7.5 (up to 640 GeV), it is concluded that the most stringent limit is derived by the
analysis in this dissertation. Nevertheless, upcoming results should be expected soon
with the full Run 2 dataset for the CMS 4-body model. From the CMS direct stop pair
production exclusion limits with one lepton in the final state in [266] with 137 fb−1, the
authors did not present the four-body region and their results are only shown for other
decay modes. The same could be expected for the four-body model.

In Section 6.3.5, it was mentioned that no higgsino results were achieved for the pre-
vious SUSY RPV paper publication [214]. This is why reaching higgsino sensitivity was
one of the main goals in this iteration [26] and explained in Chapter 8. Searches for pair-
production of SUSY particles under the assumption of non-conservation of R-parity with
a dominant ūūd̄ term were performed using the data collected at LEP in e+e− collisions
at center-of-mass energies from 192 up to 208 GeV [167–169]. The last paper published
dates back to 2004 [167] and its authors performed an analysis looking for direct decays
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CHAPTER 10. DISCUSSION

of neutralinos and charginos separately, assuming their gaugino component only. They
first defined a hadronic preselection and then the analysis was based on neural network
techniques since the optimization of the signal selection was performed on variables
which were extensively correlated. Their neural network performed trainings in a stan-
dard manner with one hidden layer on simulated signal and background events. Their
main kinematic variables were based on reconstructing different jet masses. The RPV
higgsinos result presented in Chapter 8 are the first limits on electroweakino production
with RPV decay to quarks since LEP [26].
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Figure 10.1.: Latest observed and expected exclusion limits for the simplified model with
the stop four-body decay from the CMS collaboration [265]. The plots are
as a function of mt̃1

and ∆m. The plot on the left shows the exclusion
limit using a multivariate analysis (MVA). On the right a cut-and-count
analysis was used The color shading corresponds to the observed limit on
the cross section. The solid black (dashed red) lines represent the observed
(expected) limits, derived using the expected top squark pair production
cross section. The thick lines represent the central values and the thin lines
the variations due to the theoretical or experimental uncertainties.
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11. Conclusion
This dissertation presented models searching for Supersymmetry using data collected
with the ATLAS detector at the LHC, using pp collisions at a center-of-mass energy of√
s = 13 TeV. Two searches were described, one for direct stop production and another

with direct higgsino production with an isolated electron or muon in the final state using
the full Run 2 dataset with 139 fb−1.

The first search assumes R-parity conservation (RPC) and thus a stable lightest super-
symmetric particle (LSP) taken to be the lightest neutralino χ̃0

1. The model presented a
direct stop pair production where the mass difference of the stop and the LSP is smaller
than the W boson mass plus the mass of the b quark. In this compressed scenario,
each stop decayed via a 4-body process to a b quark, an electron or muon, two different
fermions, and a LSP. The signature of the four-body stops was characterized by a low
pT electron or muon, low pT b-jets, and large Emiss

T from the two LSPs. The signal
region was defined using discriminating variables such as p`T/Emiss

T , number of b-tagged
jets, and ∆φ(pb−jet

T , Emiss
T ). The SM background prediction was estimated by normaliz-

ing the main background processes (tt̄ and W+jets) in CRs. Since no significant excess
in data over the SM prediction was found, exclusion limits at 95% confidence level for
the targeted simplified model were determined by a shape-fit approach in p`T/E

miss
T and

∆φ(pb−jet
T , Emiss

T ) variables. For the shape-fit configuration, six disjoint signal regions
in the interval of p`T/Emiss

T from 0 to 0.1 and ∆φ(pb−jet
T , Emiss

T ) from 0 to 1.5 were in-
cluded. By exploiting the different shapes of the signal and background distribution
in the shape-fit, the background was further constrained resulting in a better exclusion
sensitivity. For a ∆m(t̃1, χ̃0

1) = 50 GeV, the stop mass was excluded up to 640 GeV.
This result optimized the previous paper findings by 240 GeV [189].

The second analysis searched for direct higgsino production in a R-parity violating
scenario characterized by one isolated electron or muon, and many jets and b-jets in the
final state. Getting sensitivity to the higgsino signal was extremely challenging due to
its lower mass-scale and cross-section. For this reason, an adversarial neural network
(ANN) was tested and presented in this thesis trying to separate the SM background
from the higgsino signal. Data-based techniques were used to estimate the dominant tt̄
background production plus the invariance. Although another NN (dCorr) performed
slightly better than the ANN, the ANN results were documented as it showed to be a
powerful discriminating algorithm. Using the dCorr method, the direct higgsino produc-
tion from 200 GeV up to 320 GeV at 95% confidence level. The results on the higgsino
production model improved the limits on RPV decays from LEP [167–169].
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CHAPTER 11. CONCLUSION

Unfortunately, no sign of SUSY has been found in the searches. The full Run 2 dataset
is still under investigation and new exciting results are yet to come. In this thesis, only a
small fraction of the total expected delivered data by the LHC has been analyzed. A third
data-taking period for proton-proton collisions at the LHC is currently in preparation,
which will presumably start in 2022 and deliver about 350 fb−1 of data [267, 268]. The
High Luminosity Large Hadron Collider (HL-LHC) [267] is an upgrade that already
started in 2018 and is expected to boost the accelerator’s potential for a new physics
discovery starting at 2027. With the HL-LHC upgrade, about 3000 fb−1 of data are
planned to be collected during the total lifetime of the LHC [268,269]. For these reasons,
searches for phenomena beyond the Standard Model are still very exciting. With the
incredible amount of data lying ahead, the opportunity for exotic and advanced analysis
strategies are open, such as shape fit analyses and machine learning algorithms. The
increased data statistics together with improved analysis techniques will allow to extend
the reach of our searches considerably, hopefully revealing an exciting result in the near
future.
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A. bffN bbb-tag High Negative Event
Weights in WCR Selection

High negative event weights were found in the WCR selection which affected the data/MC
agreement. Figure A.1 shows the distributions with the high event weights included. The
WCR and WVR selections differ only by a cut on the min ∆φ(pb−jet

T , Emiss
T ) variable,

where WCR: 2.5 < min ∆φ(pb−jet
T , Emiss

T ) and WVR: min ∆φ(pb−jet
T , Emiss

T ) ∈ [1.5,2.5].
For this reason the events with negative weights were not visible on the WVR. The com-
plete distribution of the min ∆φ(pb−jet

T , Emiss
T ) variable is shown in Figure A.2, where in

the higher bins (> 2.5) where the WCR is defined, the data/MC agreement gets worse.

Figure A.1.: Distribution of the WCR dicriminating variables before removing the highly
negative events weights.

After applying a scan over the generator-weighted events using the WCR selection,
two high negative event weights were found in W+jets (Sherpa) samples. One with a
weight of -204 and the other with -60. The recommendation in the Twiki page from the
Physics Modelling Group for V+jets [221] for treating pathological high-weight events
in Sherpa samples, says that these weights can be set to 1. The explanation is that
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these events correspond to a phase space with differential cross sections larger than the
maximal weight estimated during the optimization phase. In order to follow this they
need to be just a few of them and cause spikes in the distributions. As we only have 2
and they do cause disagreement between data and MC, we set the weight to 1 of these
two events. Figure A.3 shows the min ∆φ(pb−jet

T , Emiss
T ) distribution, in the middle setting

the highest-weight to 1 and in the right setting the highest and the second highest event
weights to 1. Note that the agreement between data/MC is highly improved and all of
the discriminating variables distribution now look reasonable as shown in Figure 7.13.

Figure A.2.: Complete distribution of the min ∆φ(pb−jet
T , Emiss

T ) variable with the WCR
selection applied except for the min ∆φ(pb−jet

T , Emiss
T ) selection.
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Figure A.3.: Complete distribution of the min ∆φ(pb−jet
T , Emiss

T ) variable with the WCR
selection applied except for the variable shown. On the left the distribution
including the negative weighted events, in the middle without the highest
negative event weight and in the right without the highest and the second
highest negative weights.
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B. Additional plots for the theoretical
systematic uncertainties

B.1. Signal
Table B.1 summarizes the theoretical systematic uncertainties from the signal model
with m(t̃1, χ̃0

1)=(450,400) GeV explained in more detail on Chapter 7. They are mea-
sured in the bffN btag discovery (bffN) and exclusion (bffN1, bffN2 ...) regions. Figure
B.1 shows the comparison of the event yields in the bffN btag signal region and the
bins used in the shape-fit analysis, between the nominal and the variations.

Table B.1.: Summary of the theoretical systematic uncertainties for the signal samples
in the in bffN btag discovery and exclusion regions.

Uncertainties of the systematic signal theory effects [%]

Preselection bffN bffN1 bffN2 bffN3 bffN4 bffN5 bffN6
PartonShower Up 10.53±0.09 5.45±0.2 7.12±0.36 8.33±0.55 20.93±2.25 -1.15±-0.1 7.47±0.73 -1.57±-0.22

PartonShower Down -8.29±-0.07 -9.21±-0.33 -11.9±-0.61 -5.44±-0.35 -10.26±-1.13 -8.74±-0.74 1.65±0.16 -2.88±-0.38
Merging scale Up 1.77±0.01 -2.6±-0.09 -0.38±-0.02 -9.04±-0.61 8.86±0.96 -7.0±-0.61 -2.81±-0.28 -10.49±-1.46

Merging scale Down 4.49±0.04 2.69±0.09 2.45±0.12 3.7±0.24 7.46±0.8 2.64±0.22 -0.1±-0.01 15.34±1.97
Fact./ ren. Up 3.55±0.03 6.18±0.22 2.95±0.15 10.73±0.7 -9.34±-1.07 10.41±0.87 6.87±0.67 6.18±0.83

Fact./ ren. Down -2.73±-0.02 -0.1±-0.0 -2.6±-0.13 -5.49±-0.36 3.25±0.35 16.48±1.32 2.02±0.19 3.98±0.52

B.2. tt̄tt̄tt̄
On Section 6.3.3 the calculation of the tt̄ theoretical systematic uncertainties in bffN btag
was described.

Table B.2 summarizes the tt̄ theoretical systematic uncertainties measured in bffN btag
discovery and exclusion regions and in the control and validation regions. Figure B.2
shows the comparison of the event yields in the bffN btag signal region as well as the
bins used in the shape-fit analysis, between the nominal tt̄ sample and the events from
alternative tt̄ samples. This determines the systematics due to initial state radiation,
hard scatter effects and hadronization and fragmentation scale variation in all of the
defined regions.
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Figure B.1.: Comparison of the event yields in the bffN btag signal region as well in
the bins used for the shape-fit analysis. The contrast between the nominal
signal sample m(t̃, χ̃0

1)=(450,400) GeV and the events from alternative sig-
nal samples to determine systematic uncertainties due to parton shower or
radiation, factorization and renormalization are shown.

Table B.2.: Summary of the theoretical systematic uncertainties for tt̄ in the in
bffN btag discovery and exclusion regions, also in the corresponding control
and validation regions.

Uncertainties of the systematic tt̄ theory effects [%]

bffN btag bffN1 bffN2 bffN3 bffN4 bffN5 bffN6 T2LVR WVR WCR

Radiation down -4.62±0.15 -4.95±0.36 -3.91±0.24 -3.73±0.2 -4.77±0.27 -3.17±0.16 -5.43±0.17 -2.74±0.15 -3.74±0.14 -18.17±0.31
Radiation up 3.99±0.11 3.99±0.17 3.92±0.14 3.56±0.09 4.56±0.22 2.28±0.21 4.42±0.14 2.34±0.01 3.38±0.08 17.26±0.02
Hard scatter 0.24±1.13 1.51±1.98 -3.72±1.75 3.53±1.52 -8.59±2.46 17.98±1.85 4.31±1.9 -2.31±0.5 18.54±0.88 33.44±1.28

Had./Frag. 3.8±0.02 4.62±0.11 3.48±0.04 13.88±0.11 12.44±0.2 5.13±0.04 9.56±0.03 6.97±0.02 2.51±0.06 -1.96±0.09
Total 5.51±0.09 6.28±0.5 6.42±1.02 14.75±0.38 15.79±1.35 18.83±1.77 11.38±0.72 7.7±0.15 19.01±0.86 37.68±1.14

B.3. WWW+jets

On Section 6.3.3 the calculation of the W+jets theoretical systematic uncertainties in
bffN btag was described. Table B.3 summarizes the W+jets theoretical systematic
uncertainties measured in bffN btag discovery and exclusion regions and in the corre-
sponding control and validation regions. For each variation type, there was an up and
down variation. MadGraph samples differ in the number of events with the nominal
Sherpa samples. To work around this statistical limitation, the generator comparison
is calculated using the variable-by-variable method explained in more detail on Sec-
tion 6.3.3. Figure B.3 shows the comparison of the event yields in the bffN btag signal
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Figure B.2.: Comparison of the event yields, in the bffN btag signal region as well as
the bins used in the shape-fit analysis, between the nominal tt̄ sample and
the events from alternative tt̄ samples to determine systematic uncertain-
ties due to initial state radiation (left), hard scatter effects (middle) and
hadronization and fragmentation scale variation (right).

region as well as the bins used in the shape-fit analysis, between the nominal W+jets
sample and the alternative W+jets samples.

Table B.3.: Summary of the theoretical systematic uncertainties for W+jets in the in
bffN btag discovery and exclusion regions, and also in the corresponding
control and validation regions.

Uncertainties of the systematic W+jets theory effects [%]

bffN bffN1 bffN2 bffN3 bffN4 bffN5 bffN6 WVR TCR TVR

ckkw -0.96±0.13 -2.43±0.25 -2.65±0.24 -3.41±0.29 -0.43±0.22 0.36±0.31 -0.86±0.29 -1.95±0.11 -5.42±0.28 -5.61±0.09
fac -0.68±0.1 -1.47±0.12 -2.19±0.21 -1.99±0.23 -0.4±0.11 0.46±0.25 -0.43±0.22 -1.22±0.09 -3.43±0.2 -4.23±0.07

renorm -1.6±0.22 -3.33±0.35 -4.86±0.4 -3.97±0.46 -1.05±0.25 0.28±0.54 -1.13±0.51 -2.24±0.2 -6.9±0.4 -6.71±0.14
qsf -0.87±0.12 -1.98±0.2 -2.74±0.25 -2.68±0.3 -0.56±0.15 0.67±0.31 -0.52±0.3 -1.58±0.12 -4.45±0.24 -4.99±0.08

MadGraph -26.64±1.05 -26.44±2.36 -3.59±2.28 -22.45±2.19 -28.39±1.81 -30.24±2.29 -19.12±2.32 -15.07±0.2 16.55±0.95 -1.69±0.46
Total 26.67±1.05 26.52±2.36 4.66±1.77 22.6±2.18 28.4±1.81 30.27±2.29 30.27±2.29 2.0±0.39 15.47±0.2 17.05±0.92
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Figure B.3.: Comparison of the event yields, in the bffN btag signal region as well as
the bins used in the shape-fit analysis, between the nominal W+jets sample
and the events from alternative W+jets samples to determine systematic
uncertainties due to variations (left) and generator comparison (right).
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C. Choice of the ANN Decision Metric
Parameters

Different decision metrics were studied to select the one with the best performance. Fig-
ure C.1 is an example showing the NN output for different decisions metrics with njet =
6 sample. It is appreciated that the plot on the bottom right achieves the best shape
invariance with respect to the b-jet templates. The decision metric selected with this
plot was CLs.

Figure C.2 compares the performance of the NN configurations chosen according to
different criteria during one training. The comparison is repeated for 5 different train-
ings, differing only on the initial random seed. In general, the configurations chosen
according to the best CLs value reported during the training (orange markers) show the
best performance. For these reasons, the CLs were chosen as the decision metric of the
ANN.

Studies using different hyper-parameters listed on Table C.1 were performed to select
an optimal combination. The best trainings output with respect 4 different hyper-
parameters combination is seen on Figure C.3 left. Option 3 (green) achieved the small-
est CLs and KLmean values, and therefore it was selected for the ANN training.

With option 3, different lambda scans were performed as seen on Figure C.3 right
with CLs as the selecting metric. It shows the metrics performance for these different
lambda scans in terms of KL-mean and CLs, selecting outputs with CLs values < 0.2.
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Figure C.1.: Output of the NN trained with the adversarial setup for njet = 6 tt̄ back-
ground events in different b-tag multiplicity bins. Different decision metrics
are displayed. Top left the KLmean decision metric was chosen, top right
the KLmax, bottom left the total loss, and bottom right the CLs. The ratio
of each template is displayed with respect to the average of the templates
where the shape invariance is appreciated. The best shape invariance is
achieved by the CLs decision metric. These were first study-plots and it
was decided to drop the 0-b-tag due to its tt̄ impurity.

Hyper-parameter Option 1 Option 2 Option 3 Option 4
Training batch size 1 000 10 000 10 000 10 000
Validation batch size 300 000 300 000 500 000 300 000
Epochs 20 000 10 000 7 000 10 000
Steps per epoch 20 20 30 20
Learning rate 10−3 10−4 10−3 10−3

Lambda 0.9 0.9 0.9 0.9

Table C.1.: Hyper-parameter scans performed with the tt̄ 6 jets sample. Option 3 showed
the best performance.
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Figure C.2.: Expected CLs value from different NNs evaluation on 100 samples of 300
000 events from the validation set with njet = 6 sample. The ‘x’ markers
show the CLs value obtained in the validation set with the different decision
metrics. The NN decision metrics are represented by CLs (orange), KLmax
(red), KLmean (purple), dCorr (green), total loss (blue), and last epoch
(brown). The training was repeated 5 times with independent training and
validation sets, as indicated by the ‘Training’ number on the x-axis. Plot
credits to Jan Kuechler.
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Figure C.3.: The plot on the left shows the different hyper-parameter scans from Ta-
ble C.1. Option 3 (green) gave the best performance with smaller results
for CLs and KLmean. The plot on the right shows different lamda scans
using hyper-parameter option 3.
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D. Metric Plots
Figures D.1 to D.5 show the evolution of the training metrics for the adversarial neural
network trainings with nj = 4 – 8. The plots are shown with respect to the training
epoch, in comparison of the training set (blue) and the validation sample (orange).
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Figure D.1.: Training metrics fro the adversarial neural network with nj = 4.
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Figure D.2.: Training metrics fro the adversarial neural network with nj = 5.
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Figure D.3.: Training metrics fro the adversarial neural network with nj = 6.

163



APPENDIX D. METRIC PLOTS

0 5000
10 4

10 2

100 klmean
train
valid

0 5000

10 3

10 1
klmax

train
valid

0 5000

5.4 × 10 1
5.6 × 10 1
5.8 × 10 1

6 × 10 1
6.2 × 10 1
6.4 × 10 1

main_loss
train
valid

0 5000

5.4 × 10 1
5.6 × 10 1
5.8 × 10 1

6 × 10 1
6.2 × 10 1
6.4 × 10 1

binary_xent
train
valid

0 5000
5.7 × 10 1
5.8 × 10 1
5.9 × 10 1

6 × 10 1
6.1 × 10 1
6.2 × 10 1
6.3 × 10 1
6.4 × 10 1

combined_loss
train
valid

0 5000

10 1

CLs

train
valid

0 5000

100

signal1

train
valid

0 5000

103

bkg1

train
valid

0 5000

100

102
first_bin_unc

train
valid

0 5000
2 × 101

3 × 101

4 × 101

signal2
train
valid

0 5000

3 × 103

4 × 103

5 × 103
bkg2

train
valid

0 5000
10 1

100

101

second_bin_unc

train
valid

0 5000

4 × 101

5 × 101

6 × 101
signal3

train
valid

0 5000

1.4 × 103

1.6 × 103
1.8 × 103

2 × 103
2.2 × 103
2.4 × 103

bkg3
train
valid

0 5000

100

101

third_bin_unc

train
valid

0 5000

101

signal4

train
valid

0 5000

102

bkg4

train
valid

0 5000

101

fourth_bin_unc
train
valid

0.0 0.5 1.0
0.00

0.25

0.50

0.75

1.00

0.0 0.5 1.0
0.00

0.25

0.50

0.75

1.00

0.0 0.5 1.0
0.00

0.25

0.50

0.75

1.00

0.0 0.5 1.0
0.00

0.25

0.50

0.75

1.00

0.0 0.5 1.0
0.00

0.25

0.50

0.75

1.00

0.0 0.5 1.0
0.00

0.25

0.50

0.75

1.00

0.0 0.5 1.0
0.00

0.25

0.50

0.75

1.00

Figure D.4.: Training metrics fro the adversarial neural network with nj = 7.
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Figure D.5.: Training metrics fro the adversarial neural network with nj = 8.
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E. Mono-Top Discriminating Variables
This appendix presents a brief description of the discriminating variables used for the
SUSY mono-top searches.

Leptonic Final State:

• mbl: The invariant mass of the lepton and a b-tagged jet, referred to as mbl,
was found to have discriminating power in SUSY mono-top searches. For the
reconstruction of this variable the leading b-tagged jet is used unless the event has
a second b-tagged jet. In that case the minimum of the invariant mass computed
with the first or the second b-tagged jet is used (mbl = min (mb1l,mb2l)). Signals
are bounded from above by the full reconstructed top quark mass as the decays of
the SUSY particles are expected to be very soft. Hence, the SM backgrounds can
exceed this limit making it a good discriminating variable.

• ∆R(b, l): is the opening angle in η − φ space between the highest transverse mo-
mentum b-jet and the lepton. Small distances in terms of the ∆R variable between
the highest b-jet pT and the lepton were expected, because they are assumed to
originate from the decay of the same top quark.

• ∆φ(Emiss
T , l): is the azimuthal angle between the missing transverse energy vector

and the isolated lepton. SM backgrounds are expected to have a lower value of
this variable because their Emiss

T only comes from the neutrinos which are closely
produced with the leptons. On the contrary, the SUSY mono-top decays result in
high Emiss

T value, recoiling against the lepton coming from the top quark.

• amT2: mT2 [260–262] is the stransverse mass which is used for decay topology with
two branches (a and b in the following); both branches are not fully reconstructed
due to an invisible particle or particles. The measured four-momentum is referred
to as ~p = (Ei, ~pTi , pzi), while the unmeasured momentum is referred to as ~q =
(Fi, ~qTi , qzi)). For each branch i ∈ (a, b),

m2
Ti =

(√
p2

Ti +m2
pi

+
√
q2

Ti +m2
qi

)2
− (~pTi + ~qTi)2 (E.1)

with m2
pi

= E2
i −~p2

i . If the invisible momentum and the masses of the particles are
correctly assigned, the mTi must be smaller than the mass of the pair-produced
parent. The observed missing momentum Emiss

T is split into ~qTa and ~qTb , and then
the stransverse mass is defined as
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mT2 = min
~qTa+~qTb= ~Emiss

T

{max(mTa ,mTb)} (E.2)

The asymmetric transverse mass (amT2) is a variation of a variable targeting dilep-
tonic tt̄ with a missing lepton, as shown in Figure E.1. For chain 1), the measured
particle is the b-jet from the top quark decay, and the unmeasured particle is the
W boson with a missing lepton. For chain 2), the measured particles are the b-jet
and charged lepton, while the neutrino is the unmeasured particle. For the masses
of the particles needed for the calculation above, mqa = mW = 80.4 GeV and mqb

= mν = 0 GeV are used. According to the discussion above, the distribution of
the amT2 in the dileptonic tt̄ events has a boundary at the mass of the top quark
while our supersymmetric events can exceed this limit.

• HT: is the negative scalar sum of the momenta of the signal jets. Its variant
HT,sig takes also into account the pT values of the lepton. It provides additional
suppression against backgrounds with miss-measured missing momentum, arising
from miss-measured jets.

Figure E.1.: An illustration of a dileptonic tt̄ event for the amT2 calculation. The un-
measured particles on the top branch (chain 1) form a W boson, i.e., a
missing lepton and a neutrino, while the one in the bottom branch (chain
2) is a neutrino. The assignment of the measured b-jets to either chain 1)
or 2) is unknown, so both assumptions are tested.

Hadronic Final State:

• min ∆φ(Emiss
T , j): it is the smallest calculated angle between the missing transverse

momentum and the vectorial sum of the pT of all jets. The hadronic top quark
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is expected to decay into the highest pT jets. The SUSY particle decays are too
soft to be detected, instead a large amount of Emiss

T is expected. In the SUSY
mono-top signals the values of this variable are expected to be high, closer to π.
This happens because the reconstructed top quark is estimated to recoil against
the high Emiss

T .

• mT (1st jet): the transverse mass is calculated in terms of the Emiss
T and the first

jet pT. It is defined as:

mT =
√

2pjet1T Emiss
T (1− cos ∆φ(Emiss

T , pjet1T )) (E.3)

Here, again, the jet is produced by the top quark decay, and the Emiss
T by the SUSY

particles.

• TopTag: this variable represents the top tagging algorithm described in [264]. The
implementation followed the the SM mono-top analysis [241] framework. It was
set to reconstruct hadronically decaying top quarks by selecting large R jets (“fat
jets”) with a pT higher than 200 GeV. The algorithm is based on a deep neural
network (DNN) with a designed efficiency of 50%.
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[103] M. Bähr et al. “Herwig++ physics and manual”. Eur. Phys. J. C 58 (2008) 639.
arXiv:0803.0883 [hep-ph]

[104] L. Harland-Lang, A. Martin, P. Motylinski and R. Thorne. “ Parton distributions
in the LHC era: MMHT 2014 PDFs”. Eur. Phys. J. C 75 (2015) 204. arXiv: 1412.3989
[hep-ph]

174

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
https://cds.cern.ch/record/296752
https://cds.cern.ch/record/1693671
https://arxiv.org/abs/2004.13447
https://arxiv.org/abs/1909.00761
https://arxiv.org/abs/1101.2599
https://arxiv.org/abs/1706.00428
https://arxiv.org/abs/1806.11182
https://arxiv.org/abs/0907.2973
https://arxiv.org/abs/0907.2973
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.98.030001
https://arxiv.org/abs/0709.2092
https://arxiv.org/abs/0710.3820
https://arxiv.org/abs/1405.0301
https://arxiv.org/abs/0803.0883
https://arxiv.org/abs/1412.3989
https://arxiv.org/abs/1412.3989


Bibliography Bibliography

[105] S. Catani, L. Cieri, G. Ferrera, D. de Florian, and M. Grazzini. “Vector boson
production at hadron colliders: a fully exclusive QCD calculation at NNLO”. Phys.
Rev. Lett. 103 (2009) 082001. arXiv:0903.2120 [hep-ph]

[106] S. Schumann and F. Krauss. “A Parton shower algorithm based on Catani-Seymour
dipole factorisation”. JHEP 03 (2008) 038. arXiv:0709.1027 [hep-ph]
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