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Abstract

In the Standard Model of particle physics the coupling of the top quark to the Z boson can be
calculated with high precision. However, it has not yet been well constrained by direct measure-
ments, thus allowing for various models beyond the Standard Model which would alter the cou-
pling strength. In this analysis, first studies on the measurement of the production cross section
of top quark pairs in association with a Z boson in the so-called 1-lepton channel are performed,
exploiting the high branching fractions of the hadronic decay of the Z boson and of the lepton+jets
channel of top quark pair decay, respectively. For this purpose, Monte Carlo simulations are used
and have been scaled to the integrated luminosity of 36.1 fb−1, which corresponds to the total
amount of data suited for physics recorded by the ATLAS experiment at the LHC during the years
2015 and 2016 with a centre-of-mass energy of 13 TeV. The tt̄Z system is kinematically recon-
structed to find dedicated variables which discriminate between signal and background. In order
to separate the signal from the vast background originating from the associated top quark pair
production with jets, a boosted decision tree is made use of in a subsequent step. In addition, the
impact of systematic uncertainties is qualitatively estimated. Finally, the sensitivity of this analysis
for the whole LHC Run 2 dataset, corresponding to 100 fb−1 of collected data, is probed.
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1. Introduction

At the beginning of the 20th century, Ernest Rutherford layed the foundations for the modern
atomic model with the discovery of atomic nuclei by the scattering of α-particles on gold nu-
clei [1]. Two cornerstones of the following decades are the discovery of the proton in 1919 by
Ernest Rutherford [2] and the discovery of the neutron in 1932 by James Chadwick [3, 4], which
significantly contributed to the development of nuclear physics. With the help of various experi-
ments the atom has been found to consist of a large negativley charged shell of electrons and of a
tiny massive nucleus consisting of neutrons and positively charged protons, which have been ass-
sumed to be fundamental. However, in 1956/1957 Robert Hofstadter discovered that the charge
of the proton is not concentrated in a single point but that protons exhibit a finite charge distri-
bution [5]. In 1968/1969 Friedman, Kendall and Taylor revealed that the proton itself is not an
elementary particle but has an internal structure [6], which led to the foundation of the parton
model for the description of the proton content [7, 8].

In order to describe the multitude of particles which have been found at collider experiments
in the 1950s and 1960s, Murray Gell-Mann and George Zweig introduced the quark model in
1964 [9–11], which originally consisted of only three particles, namely the up, down and strange
quark. To give an explanation for the suppression of so-called flavour changing neutral currents in
weak decays, the charm quark has been postulated in 1970 [12, 13]. Even before the discovery of
the charm quark in 1974 at SLAC(1) [14, 15], Kobayashi and Masukawa predicted the existence of
a third quark generation in order to explain the CP violation of the weak interaction [16]. Whereas
the bottom quark has been found only four years later at SLAC [17], it took over 20 years until
the top quark has been finally discovered by the Tevatron experiments CDF and DØ [18, 19] in
1995. Since then, its characteristics have been extensively studied in great detail, also by the LHC
experiments ATLAS and CMS.

Top quark properties of particular interest are its mass and its couplings to electroweak vec-
tor bosons. The top quark mass is a free parameter of the Standard Model of particle physics,
which has mostly grown in the 1960s and 1970s by the pioneering work covering quantum chro-
modynamicsand the electroweak theory [20–22] as well as the famous Higgs mechanism [23–25],
which describes how particles receive their mass due to the electroweak symmetry breaking. The
precise determination of the top quark mass is crucial for consistency checks [26] and may play
an essential role e.g. in deciding on vacuum stability [27]. The coupling of the top quark to the
recently discovered Higgs boson [28, 29] is of special interest when investigating the nature of the
Yukawa coupling of fermions to the Higgs field [30] and seeking for an explanation of the mass
hierarchy of the Standard Model [31]. Furthermore, the coupling of the top quark to the Z boson
and the photon is not yet well constrained by direct measurements, thus allowing for various mod-
els beyond the Standard Model. In order to determine the strength of such a coupling a commom
approach is to measure the cross section of the corresponding physical process.

With this analysis studies on the measurement of the cross section of the associated production
of top quark pairs with aZ boson, which has been radiated by one of the top quarks, are performed.
In the Standard Model this is a quite rare process for which reason only two years ago the ATLAS
collaboration could announce evindence with 4.2σ [32]. It has been finally discovered in the same
year with a significance of 6.2σ in the multi-lepton channel by the CMS collaboration [33]. In

(1) Stanford Linear ACcelerator
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1. Introduction

order to increase the number of signal events with respect to the multi-lepton channel, this analysis
focusses on the so-called 1-lepton channel exploiting both the high production cross section of top
quark pairs in the lepton+jets channel at the LHC and the high branching ratio of the hadronic
decay of the Z boson. However, in contrast to the multi-lepton channel, the 1-lepton channel
suffers from a vast background of top quark pair events with additional jets from gluon radiation,
which exceeds the signal by a factor of 1000. In order to tackle this challenge, a dedicated event
selection has been derived and the tt̄Z system has been kinematically reconstructed. Great efforts
have been spent on the discrimination of the signal signature from the huge amount of background
events arising due to the hadronic environment of the LHC by applying multivariate techniques.

In this analysis, natural units are used meaning that the velocity of light c and the reduced Planck
constant ~ are equal to one: c = ~ = 1. Therefore energies, momenta and masses are measured in
giga-electronvolt (GeV).

In Chap. 2 an overview of the Standard Model and the physics of the top quark as well as top
quarks in association with Z bosons is presented. Afterwards, Chap. 3 describes the experimental
setup and introduces the LHC accelerator and the ATLAS experiment. The simulation of high-
energy collisions and the reconstruction of physical objects out of the data taken with the ATLAS
detector are explained in Chap. 4 and Chap. 5, respectively. The presentation of the analysis starts
in Chap. 6 discussing the event selection and the reconstruction of the tt̄Z system. In Chap. 7 the
multivariate analysis is performed, followed by sensitivity studies regarding the whole LHC Run
2 dataset in Chap. 8. The impact of systematic uncertainties on the analysis is briefly discussed in
Chap. 9. Finally, in Chap. 10 a summary and outlook of the analysis is given.
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2. Theory

2.1. The Standard model of particle physics

The Standard Model of particle physics (SM), mainly developed in the 1960s and 1970s, explains
the world at its most fundamental level. Since then, it has been extremely successful in describing
elementary particles and its interactions. Within the field of particle physics it has met every
experimental test to highest precision and, additionally, it has predicted unknown characteristics
of nature which have been experimentally veryfied by now. Its maybe most striking confirmation
was the discovery of the Higgs boson in 2012 by the LHC experiments ATLAS and CMS [28,
29] which had been theoretically predicted half a century ago. Despite its outstanding success,
it suffers of a few limitations, though. The Standard Model is not able to describe the force of
gravity, also the unification of all forces covered by the Standard Model has not been achieved yet.
Furthermore it gives no insight in the origin of the huge asymmetry between matter and antimatter.

According to the Standard Model, elementary particles are grouped into two categories, par-
ticles with half-integer spin, the so-called fermions which are the fundamental buidling blocks
of matter, and particles with integer spin, named bosons, mediating the fundamental forces. The
interactions described by the Standard Model are the electromagnetic, the weak and the strong
force. The first is mediated by the photon (γ) and is a source of electricity and magnetism. The
weak interaction is accountable for radioactive β-decays and is mediated by W and Z bosons.
The strong force, mediated by gluons (g), is responsible for the binding of protons and neutrons
inside of nuclei holding them together. Within the Standard Model, the fermions can be divided
into two groups, so-called quarks which interact via gluons, and leptons not participating in the
strong force. A characteristic of the Standard Model is its periodic structure meaning that particles
can be sorted into generations. For both quarks and leptons a total of three generations exist, each
consisting of an up- and down-type quark or of a lepton and the corresponding lepton neutrino. To
summarise all particles of the Standard Model, an overview of all bosons is given in Tab. 2.1 and
of all fermions in Tab. 2.2, respectively.

Name Symbol Mediated force Colour Charge [e] Mass [GeV]

Photon γ electromagnetic no 0 0 (theory)
Gluon g strong yes 0 0 (theory)
W± boson W± weak no ±1 80.385± 0.015
Z boson Z weak no 0 91.1876± 0.0021
Higgs boson H Higgs field no 0 125.09± 0.24

Tab. 2.1.: The fundamental particles of the Standard Model – section of bosons. In contrast to
fermions, the gauge bosons of the Standard Model do not have an antiparticle in general,
given one exception as the W± bosons can be seen as their respective antiparticles. In
cases where no uncertainty on the measured mass is quoted, the experimental uncertainty
is more precise than the number of significant digits stated in the table [34].

The Standard Model is formulated in terms of a quantum field theory. In classical mechanics,
the dynamics of a system can be described by its Lagrangian L(qi, q̇i) which is a function of a set
of generalised coordinates qi and their time derivatives q̇i. The equations of motion are determined

3



2. Theory

Generation Name Symbol Colour Charge [e] Mass [MeV]

1

Up quark u yes +2/3 2.2+0.6
−0.4

Down quark d yes −1/3 4.7+0.5
−0.4

Electron neutrino νe no 0 < 0.002
Electron e no −1 0.511

Generation Name Symbol Colour Charge [e] Mass [MeV]

2

Charm quark c yes +2/3 96+8
−4

Strange quark s yes −1/3 1270± 30
Muon neutrino νµ no 0 < 0.19
Muon µ no −1 105.66

Generation Name Symbol Colour Charge [e] Mass [GeV]

3

Top quark t yes +2/3 173.21± 0.87
Bottom quark b yes −1/3 4.18+0.04

−0.03

Tau neutrino ντ no 0 < 0.02
Tau τ no −1 1.77

Tab. 2.2.: The fundamental particles of the Standard Model – section of fermions. For each particle
also an antiparticle with opposite charge-like quantum numbers exists. In cases where
no uncertainty on the measured is mass quoted, the experimental uncertainty is more
precise than the number of significant digits stated in the table. Upper limits for the
neutrino masses from direct observations are given at 95 % CL for the electron and the
tau neutrino, while the limit for muon neutrino mass is given at 90 % CL [34].

by solving the Euler-Lagrange equations,

d
dt

(
∂L

∂q̇i

)
− ∂L

∂qi
= 0 . (2.1)

In quantum field theories, the system no longer comprises discrete particles but continuous fields.
Thus, the Lagrangian is replaced by a Lagrangian density L ,

L =

∫
L (φi, ∂µφi) d3x , (2.2)

which is described by fields φi and their derivatives ∂µφi with respect to the space-time coordinates
xµ. The Euler-Lagrange equation can then be rewritten as

∂µ

(
∂L

∂(∂µφi)

)
− ∂L

∂φi
= 0 . (2.3)

The Lagrange density of the Standard Model consists of three parts,

LSM = LQCD + LEW + LHiggs , (2.4)

where LQCD describes quantum chromodynamics (QCD), the theory of the strong interaction,
and LEW represents the electroweak theory, the theoretical foundation of the electromagnetic and

4



2.1. The Standard model of particle physics

the weak force. The last part, LHiggs, stands for the Higgs mechanism, which is responsible for
the electroweak symmetry breaking giving rise to particle masses.
(This section is based on Ref. [35–37])

2.1.1. Gauge invariance and renormalisation

The two basic principles of quantum field theories are gauge invariance and renormalisability. If
a physics process is denoted gauge invariant, its underlying equations and thus itself should not
change under a given transformation. This characteristic will be illustrated in the following for
quantum electrodynamics (QED) [38–40], the theory of electromagnetic interactions.

For this purpose it is easiest to start with the Lagrangian for a free spin-half particle,

LDirac = iψ̄γµ∂µψ −mψ̄ψ , (2.5)

acting on the Dirac spinor fields ψ(x) with the Einstein sum convention applied. The γµ denote
the Dirac matrices, a set of conventional 4 × 4 matrices generating a Clifford Algebra with the
following properties:

{γµ, γν} = 2gµν (2.6a)(
γ0
)2

= 1 (2.6b)(
γ1,2,3

)2
= −1 (2.6c)

with the Minkowski metric gµν . They are defined in the so-called Dirac representation by the Pauli
spin matrices σi in 2 dimensions,

γ0 =

(
1 0
0 −1

)
, γi =

(
0 σi
−σi 0

)
, i ∈ {1, 2, 3} (2.7)

Inserting Eq. (2.5) into the Euler-Lagrange equation (2.3) yields the Dirac equation

(iγµ∂µ −m)ψ(x) = 0 (2.8)

which describes the free motion of a spin-half particle with mass m, for example an electron.
In quantum electrodynamics, gauge tranformations are described by U(1)e which is part of the
unitary group U(N) describing the set ofN×N matrices that satisfy the unitary condition U †U =
1. The subscript e denotes the conserved quantity which in case of quantum electrodynamics is
the electric charge. A possible representation is

U(α) = e−iαG , (2.9)

where G is called the generator of the group. The Dirac equation (2.8) is invariant under a global
U(1) phase transformation

ψ(x)→ ψ′(x) = eieρψ(x) (2.10)

with a constant factor ρ, meaning that the physical results are unchanged. However, it is not
invariant under a local gauge transformation

ψ(x)→ ψ′(x) = eieρ(x)ψ(x) (2.11)

where ρ is now a function of the space-time coordinates. Explicitly inserting Eq. (2.11) into the

5



2. Theory

Dirac equation (2.8) then yields

(iγµ∂µ −m)ψ′(x) = (iγµ∂µ −m) eieρ(x)ψ(x)

= eieρ(x) [(iγµ∂µ −m)ψ(x)− e∂µρ(x)γµψ(x)]
(2.12)

which contains the factor e∂µρ(x)γµψ(x) 6= 0 thus spoiling the invariance of Eq. (2.8) under a
local gauge transformation. In order to garantee the gauge invariance of the Dirac equation, the
covariant derivative Dµ is introduced to replace the conventional one,

∂µ → Dµ = ∂µ + ieAµ(x) , (2.13)

naturally introducing the principle of an interaction. The newly introduced vector gauge field
Aµ(x) corresponds to the photon, which is the mediator of the electromagnetic interaction, and
must simultaneously transform like

Aµ(x)→ A′µ(x) = Aµ(x) + ∂µρ(x) (2.14)

in order to keep the local gauge invariance. With these transformations the Dirac equation becomes
again invariant under local gauge tranformations and preserves its form,

(iγµDµ −m)ψ(x) = 0 . (2.15)

If this is inserted in Eq. (2.5), the Lagrangian of quantum electrodynamics is obtained,

LQED = ψ̄ (iγµ∂µ −m)ψ + eψ̄Aµψ −
1

4
FµνF

µν . (2.16)

The first term in Eq. (2.16) describes the free motion of a free spin-half particle with mass m,
the second term represents the interaction of such a particle with a photon and the last term is the
kinetic term of the photon field which has to be additionally added to the Lagrangian. The field
strength tensor Fµν is constructed from the vector potential Aµ,

Fµν = ∂µAν − ∂νAµ . (2.17)

Any additional term like a photon mass term which would look like 1
2m

2
γAµA

µ again spoils the
gauge invariance of Eq. (2.16), thus the condition in QED to be gauge invariant under local U(1)
phase tranformations forces the photon to be massless. This is in good agreement with the ex-
perimental results which set an upper limit of 1 · 10−18 eV on the photon mass. The demand of
massless force carriers is a crucial prerequisite for (local) gauge invariance, which ultimately leads
to the Englert-Brout-Higgs mechanism [23–25] giving rise to particle masses and the existence of
a Higgs boson.

Another important subject within the Standard Model is renormalisability, for which gauge in-
variance is an essential precondition [41]. Renormalisability means that divergent terms occuring
in theoretical calculations of physical observables can be absorbed in finite measurable quanti-
ties. Many theoretical calculations of physical observables, as cross sections of particular physics
processes or decay rates, are done in terms of perturbation theory since they are not analytically
solvable anymore. This can be illustrated with the electron-positron scattering, a process from
quantum electrodynamics again. The calculation of the leading order process, shown in Fig. 2.1a,
works fine but yields only an approximation. In order to get the exact result, all higher order cor-
rections as vacuum polarisation presented in Fig. 2.1b have to be considered. When calculating
the cross sections for this process a divergent term is inevitably picked up which in essence looks

6



2.1. The Standard model of particle physics

e− e−

γ

e+ e+

(a)

e− e−

e+ e+

(b)

Fig. 2.1.: Electron-positron scattering via the exchange of a virtual photon. The leading order
process is shown in Fig. (a), whereas a higher order correction in which a virtual photon
splits up into an electron-positron pair that annihilates again, is depicted in Fig. (b).

like ∫ ∞
m2

1

z
dz , (2.18)

with z denoting the momentum of the virtual particle. With this, the integral is logarithmically
divergent for large z and the cross section ulimately becomes infinite which obviously contradicts
experimental results. To overcome this disaster, the integral is regularised, meaning that a suitable
upper cut-off mass M is introduced which in a later step is sent to inifinity. Then, the integral
reads ∫ M2

m2

1

z
dz = ln

(
M2

m2

)
(2.19)

and can be split into a calculable finite term which is independent of M , and a term which blows
up as M → ∞. Most important, all divergent terms are later absorbed in physical quantities as
they appear in the final result as additions to the calculated physical observables, in this exam-
ple the electron charge. This means that the measured masses m′ and couplings g′ are not the
same as those appearing in the Lagrangians (m, g) but rather renormalised ones containing extra
corrections δm and δg,

m′ = m+ δm (2.20a)

g′ = g + δg . (2.20b)

As these corrections depend on the masses and coupling of the particles involved in a physics
process, the final masses and couplings become energy-dependent, also referred to as running
masses or running couplings. For the here given examples, it thus has to be distinguished between
a bare electric charge e0 used in theory calculations and a renormalised charge e measured in
experiment. The relation between them is given by

e = e0

(
1− e2

0

12π2
ln

(
M2

m2

))
(2.21)

absorbing all infinite terms. Since the charge measured in experiment is obviously finite, the
divergence in

(
M2

m2

)
must be cancelled by a corresponding divergence in the bare charge e0. As a
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2. Theory

direct consequence, the coupling strength is no longer constant but depends on the energy of the
particular physics process. Hence, in leading order the QED coupling constant can be written as

α(Q2) =
e2(Q2)

4π
=

α(µ2)

1− α(µ2)
3π ln

(
Q2

µ2

) (2.22)

where Q2 denotes the momentum scale of the process and µ2 is a reference renormalisation scale
conceptionally related to the cut-off valueM2. The experimental results shown in Fig. 2.2a indeed
prove that the electromagnetic coupling constant increases with larger momentum transfer, as
implied by Eq. (2.22).
(For this section Ref. [36, 37, 42, 43] have been used)

(a) (b)

Fig. 2.2.: Running of the coupling constants for the electromagnetic and strong force obtained
from experiment [44, 45]. Fig. (a) shows the energy dependence of α, while Fig. (b)
depicts the result for αs.

2.1.2. Quantum chromodynamics

Quantum chromodynamics is the theory of the strong force describing the interaction between
particles which carry a colour charge, namely quarks and gluons. There are in total three different
colour charges, chosen as red, green and blue, which can be considered as axes forming an ab-
stract internal space. As no axis in colour space is distinguished, transformations between colours,
corresponding to rotations in colour space, thus represent a symmetry which is decribed by the
SU(3)C symmetry group. The special unitary group SU(N) is a subgroup of U(N) and in addi-
tion has to provide detU = 1. In quantum chromodynamics the colour charge is the conserved
quantity, it is therefore described by the representation of SU(N) in three dimensions, SU(3)C .
SU(N) groups have in total N2 − 1 generators, which for SU(3)C form 8 gluons and are ex-
pressed in terms of the Gell-Mann matrices λα. The gluons are the force mediators of quantum
chromodynamics and are represented by eight bicoloured gauge fields Gαµ .

8



2.1. The Standard model of particle physics

The Lagrangian of quantum chromodynamics can thus be written as

LQCD = −1

4
GµνG

µν +
∑
k

q̄k (iγµDµ −mk) qk (2.23)

where Gµν represents the gluon field strength tensor and qk denotes the different quark flavours.
The covariant derivative is given by

Dµ = ∂µ + igs
λ

2
Gµ (2.24)

in which gs is the strong coupling and λ and Gµ are vectors of the Gell-Mann matrices and gluon
gauge fields, respectively. The field strength tensor is defined as

Gµν = ∂µGν − ∂νGµ − gsGµ ×Gν . (2.25)

Except for the additional cross product it looks similar to the field strength tensor Fµν in QED
(cf. Eq. 2.17). This last term is a characteristic feature of quantum field theories which are based
onnon-abelian groups, employing that the gauge bosons carry (colour) charge themselves and thus
interact with each other. Fig. 2.3 shows two exemplary Feynman diagrams of gluon-gluon self-
interactions.

g

g

g

(a)

g g

g g

(b)

Fig. 2.3.: Gluon self-coupling vertices arising from the non-abelian structure of quantum chromo-
dynamics. Fig. (a) shows a three-gluon vertex, whereas in Fig. (b) a four-gluon vertex is
depicted.

As for QED, the QCD coupling constant is not actually constant but varies with changes of the
momentum transfer scale, and in leading order is given by

αs =
g2
s

4π
=

αs(µ
2)

1 + αs(µ2)
12π (33− 2nf ) ln

(
Q2

µ2

) (2.26)

where nf is the number of quark flavours able to participate in a particular intercation. Compared
to the electromagnetic coupling constant α (cf. Eq. 2.22), the overall plus sign in front of the
logarithm derives from the gluon self-interactons. Therefore, opposite to α, αs decreases with
increasing momentum transfer and vice versa, which is shown in Fig. 2.2b, giving rise to the
phenomena of asymptotic freedom [46, 47] and confinement [48, 49].

The first, asymptotic freedom describes the behaviour of quarks at very small distances, i.e. for
high energies. In this regime quarks behave as quasi-free particles since there the coupling constant
αs becomes increasingly small. On the contrary, the strong coupling constant increases for large
distances, corresponding to small energies. Therefore, quarks can not exist as free particles any-
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2. Theory

more but are subjected to colour confinement which forces them to form bound colourless states,
the so-called hadrons. Usually, hadrons are divided into two groups, mesons and baryons. Since
colour is an additive quantum number, both mesons and baryons are uncoloured objects. Mesons
are combinations of a quark and an antiquark with its anticolour compensating the colour of the
quark. Baryons consist either of three quarks or three antiquarks with each of the (anti)quarks car-
rying a different (anti)colour. However, recent measurements revealed the existence of a more ex-
otic state consistent with a so-called pentaquark (uudcc̄), which is a bound state of five quarks [50].
Because of the low energy scales involved, the process of the formation of hadrons, referred to as
hadronisation, is theoretically very challenging. Due to confinement, no single quarks but only
jets, cone-shaped bundles of colourless hadrons, can be observed in experiment.
(This section is based on Ref. [36, 37, 42, 43, 51])

2.1.3. The electroweak theory

In the Standard Model, both the electromagnetic and the weak interaction, though appearing sepa-
rately, are a low-energy representation of a single interaction described by the electroweak theory
(EW). It is based on the SU(2)L ⊗ U(1)Y gauge group and has a total of four different gauge
fields. Three of them (W 1

µ ,W
2
µ ,W

3
µ ) belong to the SU(2)L group and couple to the weak isospin,

whereas the fourth field (Bµ) is associated with the U(1)Y group and couples to the weak hyper-
charge, defined as

Y = 2 (Q− I3) (2.27)

where Q is the electric charge and I3 represents the third component of the weak isospin, respec-
tively. As the weak force does not conserve parity, only left-handed fermions and right-handed
antifermions carry a weak isospin unequal to zero forming so-called weak isospin doublets(

νe
e−

)
L

(
νµ
µ−

)
L

(
ντ
τ−

)
L

(
u
d′

)
L

(
c
s′

)
L

(
t
b′

)
L

(2.28)

where the third component of the weak isospin is +1/2 for the upper particle and −1/2 for the
lower particle. In contrast, right-handed particles and left-handed antiparticles are weak isospin
singlets with I3 = 0. The gauge bosons of SU(2)L couple only to left-handed particles and to
right-handed antiparticles, referred to as parity violation.

The Lagrangian of the electroweak interaction is given by

LEW =
∑
k

iψ̄kγ
µDµψk −

1

4
WµνW

µν − 1

4
BµνB

µν (2.29)

with ψk denoting the different quark and lepton flavours. As the coupling to left-handed and
right-handed particles is different, the covariant derivative reads

Dµ = ∂µ +
1

2
igτ ·Wµ +

1

2
ig′Y Bµ (2.30a)

Dµ = ∂µ +
1

2
ig′Y Bµ (2.30b)

where Eq. (2.30a) represents the left-handed part and Eq. (2.30b) the right-handed part. Fur-
thermore, g and g′ denote the couplings of SU(2)L and U(1)Y , while τ and Wµ are vectors
comprising the Pauli spin matrices and the SU(2)L gauge fields, respectively. The field strength
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2.1. The Standard model of particle physics

tensors of the electroweak theory are given by

Bµν = ∂µBν − ∂νBµ (2.31a)

Wµν = ∂µWν − ∂νWµ − gWµ ×Wν . (2.31b)

In contrast to U(1)Y , the SU(2)L group is a non-abelian group leading to a self-interaction of its
gauge boson similar to QCD (cd. Sec. 2.1.2).

In order to preserve the gauge invariance of the electroweak Lagrangian (Eq. (2.29)), the gauge
bosons of the electroweak interaction have to be massless as stated in Sec. 2.1.1. However, ex-
periments have shown that only the photon is massless, whereas the W± and Z bosons are quite
massive (cf. Tab 2.1). Consequently, to meet both the experimental results and the principle of
gauge invariance, the electroweak symmetry has to be broken. Within the Standard Model, the
electroweak symmetry breaking is described by the Brout-Englert-Higgs mechanism [23–25] by
adding a new complex scalar SU(2)L doublet field

Φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
(2.32)

to the electroweak Lagrangian. The corresponding additional term in the Lagrangian then reads

LHiggs = (DµΦ)† (DµΦ)− V (Φ) (2.33)

where the covariant derivative is simply the one used in electroweak theory and the potential is
given by

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2 (2.34)

with λ being a positive real number. The minima of this potential depend on the choice of the
parameter µ2. If µ2 is set to value a greater than zero, the only minimum is at Φ = 0. However,
for the case that µ2 < 0, Φ develops a ground state different from zero,

Φ0 =
1√
2

(
0
v

)
(2.35)

for which the potential is minimised. The new minima of the potential are ±v where

v =

√
−µ2

λ
(2.36)

is called vacuum expectation value (VEV) of the Higgs field. By choosing one of the minima the
original symmetry of the potential is broken. This procedure is also referred to as spontaneous
symmetry breaking meaning that the underlying symmetry is spoiled by the selection of a particu-
lar ground state. Within the freedom of gauge transformation Φ can be formulated as an expansion
around the vacuum expectation value with a scalar field η(x),

Φ =
1√
2

(
0

v + η(x)

)
(2.37)

which is later on identified with the Higgs field. Using this representation of Φ, the Lagrangian in
Eq. (2.33) can be reformulated resulting in the physical mass eigenstates of the gauge bosons,

LHiggs =

[
1

2
(∂µη)(∂µη)− µ2η2

]
+

1

2

g2v2

4

[
|W+

µ |2 + |W−µ |2
]
+

1

2

v2

4
|g′Bµ−gW 3

µ |2 . (2.38)
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This Lagrangian is given at leading order including the free propagation of the Higgs field η(x)
with mass mHiggs =

√
2µ and the mass terms for the electroweak gauge bosons which are gen-

erated by spontaneous symmetry breaking, induced by the reformulation of Φ as an expansion
around the vacuum expectation value in combination with the requirement of local gauge invari-
ance under SU(2)L ⊗ U(1)Y symmetry. Higher orders not shown here include cubic and quartic
gauge boson couplings to the Higgs field and self-interaction of the Higgs field. As the free prop-
agation of the gauge bosons is already depicted in Eq. (2.29) it is not presented here. Using the
electroweak mixing angle, referred to as Weinberg angle, which is defined through the couplings
of the SU(2)L and U(1)Y groups,

θW := tan−1

(
g′

g

)
⇔ cos θW =

g√
g2 + g′2

, sin θW =
g′√

g2 + g′2
(2.39)

and relates all couplings involved in the electroweak interaction by

e = g′ cos θW = g sin θW , (2.40)

the electroweak gauge bosons and their acquired masses can be expressed in terms of the elec-
troweak gauge fields as

Aµ = sin θWW
3
µ + cos θWBµ with mγ = 0 (2.41a)

Zµ = cos θWW
3
µ − sin θWBµ with mZ =

mW±

cos θW
(2.41b)

W±µ =
1√
2

(W 1
µ ∓ iW 2

µ) with mW± =
gv

2
(2.41c)

This means that two gauge fields of SU(2)L, W 1
µ and W 2

µ , are absorbed in the W± bosons,
whereas the photon and the Z boson are superpositions of W 3

µ and Bµ, the gauge field of the
U(1)Y gauge group. The Weinberg angle itself has been measured to be 28.75◦ which corresponds
to sin2 θW = 0.2313.

With the introduction of the Higgs mechanism not only the gauge bosons, but also quarks
and leptons gain their mass by expanding the Higgs Lagrangian with an addional mass term for
fermions of the form

g̃f

(
Ψ̄f
LΦΨf

R + Ψ̄f
RΦ†Ψf

L

)
(2.42)

where Ψ denote the left-handed and right handed Dirac spinors of a fermion f and g̃f its corre-
sponding Yukawa coupling. The mass of a fermion is thus given by

mf = g̃f
v√
2

(2.43)

where the respective Yukawa coupling of a particular fermion is a free parameter n the Standard
Model. The vacuum expectation value of the Higgs field is fixed by the Fermi constant GF, v =
(
√

2GF)−1/2 and has been determined to amount to 246 GeV by muon decay measurements [52–
54]. Therefore, due to its particular mass the top quark has a Yukawa coupling of almost one,
while all other fermions have considerably smaller couplings to the Higgs field.
(This section is adpated from Ref. [36, 42, 43, 55, 56])
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2.2. Parton distribution functions

2.1.4. The weak decay

Since the electroweak symmetry is broken, the mass eigenstates of massive strongly interacting
elementary particles, i.e. quarks, and their respective weak eigenstates are not identical. Therefore,
they are related to each other by the unitary 3×3 CKM flavour mixing matrix which is named after
Nicola Cabibbo, Makoto Kobayashi and Toshihide Masukawa for their outstanding pioneering
work in this field [16, 57], describing the mixing between mass and weak eigenstates. It is an
extension of the GIM mechanism [12], which only includes the first two quark generations and
relies on the 2 × 2 Cabibbo flavour mixing matrix. The mass eigenstates are a superposition of
different weak eigenstates, hence quarks are allowed to change their flavour in decays mediated
by the weak force via the exchange of a W± boson. The relation between the weak eigenstates,
denoted by a prime, and the mass eigenstates given by the CKM matrix isd′s′

b′

 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

ds
b

 . (2.44)

The particular entries of the CKM matrix define the transition of a quark of flavour i to flavour j,
where the transition probability for such a flavour change is given as |Vij |2. The actual values of
the CKM matrix elements are measured to be [34]

VCKM =

0.97417± 0.00021 0.2248± 0.0006 0.00409± 0.00039
0.220± 0.005 0.995± 0.016 0.00405± 0.0015

0.0082± 0.0006 0.04± 0.0027 1.009± 0.031

 (2.45)

from which it can be immediately seen that transitions within the same generations are most pre-
ferred as the corresponding diagonal values are very close to unity. Transitions between the first
and second generation are less preferred, followed by transitions between the second and the third
generation. The the most suppressed flavour transitions are those between the first and the third
generation. As an example, for the top quark only the matrix elements |Vtd|2 = 6.7 · 10−5,
|Vts|2 = 1.6 · 10−3 and |Vtb|2 = 1.02 are of importance, reflecting the relative probabilities that a
top quark decays into a down, strange and bottom quark, respectively.

From the structure of the matrix it can be deduced that only transitions between up-type quarks
and down-type quarks are permitted. In contrast, transitions within the up-type or down-type
quarks are called flavour chaning neutral currents (FCNC). In the Standard Model such transitions
do not exist at tree level and are moreover highly suppressed at higher orders. It was actually
the suppression of FCNC that led to the prediction of the charm quark by the GIM mechanism in
1970 [13]. However, in order to explain the CP violation observed in weak interactions two quark
generations had not been sufficient enough, thus a third quark generation had been postulated and
experimentally established with the discovery of the bottom quark. In the Standard Model, CP
violation is described by a complex phase in the CKM matrix which can mediate an asymmetry
between matter and antimatter. In order to have such a complex phase, a unitary matrix needs to
have at least three dimensions which in case of the CKM matrix are represented by the three quark
generations.
(Furthermore, this section uses Ref. [37])

2.2. Parton distribution functions

In the parton model the proton content can be split into three different categories. The main con-
stituents are three valence quarks, more precisely two up quarks and one down quark, which are
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2. Theory

embedded in a sea composed of many temporarily created quark-antiquark pairs originating from
quantum fluctuations, so-called sea quarks, and of a multiplicity of gluons. Originally introduced
by Richard Feynman for the description of high-energetic collisions with hadrons involved [7, 8],
even after the experimental confirmation of quantum chromodynamics the parton model remains
a justifiable approximation at high energies, where both models treat partons behaving as free par-
ticles. The latter is a priori assumed in the parton model, while in QCD it is an effect referred to
as asymptotic freedom arising from the anti-screening behaviour of the strong coupling constant
which diminishes for decreasing distances between two coloured objects, thus allowing for pertur-
bative calculations of collision cross sections. However, at large distances the interaction becomes
stronger leading to the confinement of quarks and gluons within composite hadrons. In this regime,
the strong coupling constant is typically larger than one, meaning that effects of QCD cannot be
calculated perturbatively anymore at this energy scale. Instead, probability density functions have
to be used to describe the momentum distribution of hadron constituents. These so-called parton
distribution functions give the probability of finding a certain parton with a specific fraction x of
the entire hadron’s momentum at the resolution scale Q. Because of the inherent non-perturbative
nature of partons which cannot be observed as free particles due to the colour confinement, the
parton densities cannot be calculated analytically for a given momentum transfer scale. Thus,
they have to be extracted in global fits to QCD observables from deep-inelastic scattering and
hadron collider data. However, their evolution in momentum transfer from a high towards a lower
scale, down to a cut-off scale of few hundreds MeV, can be described by the DGLAP evolution
equations [58–60].
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Fig. 2.4.: Parton distribution function for the proton provided by the MSTW group [61] in 2008
at next-to-leading order for two different energy scales, Q2 = 10 GeV2 and Q2 =
104 GeV2. The valence quark carry high momentum fractions of roughly 1/3 where the
up quark component exceeds the down quark component by a factor of approximately
two. For smaller x, gluons and other quark flavours become more likely. When going
towards higher energies and therefore on average higher momentum transfer, more and
more partons are involved each with a smaller x. For both figures the gluon contribution
has been divided by 10 in order to reasonably fit into the picture frame.
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At hadron colliders as the LHC the incoming protons provide broad band beams of partons
which carry a fraction x of the original proton momentum. Hence, parton distribution functions are
used at collider experiments to describe the substructure of protons and to quantify the outcome of
high-energetic proton-proton collisions. As can be seen in Fig. 2.4 the valence quarks on average
carry high momentum fractions while for decreasing x, gluons and other quark flavours become
increasingly likely. For a correct calculation of the total cross section of a particular physical
process, an inclusive collection of all final state hadrons has to be considered. In order to overcome
the difficulties arising due to the low energies involved, the factorisation theorem can be made use
of, stating that the total inclusive cross section of a hadronic process A + B → X can be written
as

σAB =

∫
dxadxb fa/A(xa, µ

2
F)fb/B(xb, µ

2
F)×

[
σ̂0 + αs(µ

2
R)σ̂1 + · · ·

]
ab→X . (2.46)

In this way, the calculation of the cross section is factorised into the cross sections of the leading
order partonic process σ̂0 with its higher order corrections, and the appropriate parton distribution
functions fa/A and fb/B of the initial state parton a and b belonging to the incoming hadronsA and
B, respectively. After choosing a suitable factorisation scale (µ2

F) and renormalisation scale (µ2
R) it

is numerically integrated over the momentum fractions xi of the involved partons and other phase
space variables associated with the final state X . At the LHC the partons a and b correspond to
partons originating from protons A and B out of the colliding beams. The final state could be any
resoncance produced though the collision of the partons a and b, for example a Z boson produced
by the annihilation of a quark-antiquark pair, qq̄ → Z.

2.3. The top quark

After a first direct experimental evidence, the top quark has been ultimately discovered in 1995
at the Tevatron experiments CDF and DØ [18, 19]. From then on a multitude of measurements
have been performed to determine the top quark properties. One of the most extensively studied
properties is its high mass. With mtop = 173.34± 0.36 stat. ± 0.67 syst.GeV [62] the top quark
is by far the heaviest fundamental particle known(1). Hence, it plays an important role in many
fields of particle physics. The top quark mass itself is a free parameter within the Standard Model,
thus it has to be determined by experiment. Since the lifetime of a particle is related to its mass as
depicted by Eq. (2.47) [36], the top quark has a very short lifetime of ∼5 · 10−25 s.

τtop =
1

Γtop
∼ 1

m3
top

(2.47)

Therefore, the top quark is the only quark that does not form hadronic bound states since it decays
before hadronisation sets in after roughly 10−24 s. Consequently, the bare properties of the top
quark can be studied. Furthermore, the top quark likely plays a special role in electroweak sym-
metry breaking because its Yukawa coupling is very close to unity. Additionally, the top quark
mass is, together with the Higgs boson mass, related to the question whether the electroweak
vacuum is either stable or meta-stable or not stable at all. Moreover, top quark processes are
major background processes to different searches of new physics, primarily Supersymmetry [31]
searches. Besides the intensive work on the measurement of the top quark mass, a lot of effort
is still spent on precision measurements of the top quark differential cross sections, its couplings
to vector bosons and spin correlations, as these might provide deeper insights into currently not

(1) Actually, it has a mass in the order of the magnitude of a gold atom.
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satisfactorily explained phenomena like flavour changing neutral currents or the coupling of the
Higgs boson to fermions and therefore into the mechanism how particles receive their mass.

2.3.1. Top quark production

There are two mechanisms for the production of top quarks, either the single top quark production
in which a top quark is produced in an electroweak process, or the top quark pair production in
which a pair of top quarks is created in a strong process.

2.3.1.1. Single top quark production

The electroweak production of a single top quark can be categorised into three different channels.
The t-channel process describes the production of a top quark by a flavour excitation process. A
virtual W boson is radiated by a quark which couples to a b-quark originating either from the
quark sea of the proton or from gluon splitting, thereby producing a top quark. In the s-channel a
virtual W boson is created by the annihilation of an up-type quark with a down-type quark. Then,
the W boson splits up into an (anti)top quark and the corresponding down-type (anti) quark. The
third production mechanism for single top quark production is the associated production of a W
boson and a top quark, referred to as Wt-channel. In this channel either a down-type quark is
excited by gluon and thus has sufficient energy to become a top quark by the radiation of a W
boson, or a down-type quark splits up into a W boson and a virtual top quark which subsequently
couples to a gluon, thereby becoming real. The corresponding Feynman diagrams are shown in
Fig. 2.5.
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Fig. 2.5.: Exemplary production mechanisms of single top quarks via the electroweak interaction.

For single top quark production the cross sections for producing a top quark or an antitop quark
is different in the t- and s-channel. This is caused by the structure of the proton itself which is
composed of one down and two up valence quarks. Due to charge conservation, an up-type quark
can only radiate an W+ boson, whereas a down-type quark has to emit a W− boson. The emitted
W boson annihilates either with a down-type quark producing a top quark or with down-type
antiquark resulting in an antitop quark. As the number of up quarks in the proton is twice as large
as the number of down-type quarks and the up-type and down-type sea quarks occur at the same
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rate, the production cross section for top quark is larger than the production cross section of anti
top quarks in the t-channel. The same holds for the s-channel, in which the virtual W boson
will hence rather be positively than negatively charged. Consequently, the cross section for top
quark production at the LHC is enhanced, whereas at proton-antiproton colliders as the Tevatron
no difference in the cross sections should be recognised.

2.3.1.2. Top quark pair production

In contrast to the single top quark production, top quark pairs are dominantly created via the strong
interaction. In Fig. 2.6 the leading order Feynman diagrams are shown, comprising the three
possible categories top quark pair production is classified in, the s-, t- and u-channel. Similar to
the electroweak production, the s-channel describes the annihilation of a quark and an antiquark
producing a gluon which subsequently splits up into a top and an antitop quark. As discussed
in Sec. 2.1.2, gluons themselves carry colour and therefore couple to each other, allowing for
a complementary process in which two gluons annihilate under the emission of a virtual gluon
that again splits up into top quark pair. However, at the LHC the contribution of quark-antiquark
annihilation is approximately 10 %, whereas gluon-gluon fusion distinctly dominates with a share
of around 90 %. A motivation for this discrepancy is given in Appendix A. In the t-channel, two
gluons exchange a virtual top quark which in turn leads to the production of a top quark pair. The
u-channel has exactly the same initial and final state particles as the t-channel but with an flipped
assignment of the top and antitop quark to the initial state gluons.
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Fig. 2.6.: Exemplary Feynman diagrams for leading order top quark pair production mechanisms.

Besides the leading order processes, the top quark pair production can also involve higher or-
der processes, as exemplary shown for next-to-leading order (NLO) in Fig. 2.7. Within strong
processes, very likely an additional gluon is radiated either in the initial state or the final state,
referred to as initial (ISR) and final state radiation (FSR), respectively. Another NLO correction
are quantum loops describing the exchange of a purely virtual particle. Here shown are additional
gluons which are radiated and absorbed by either the gluons or the top quarks of the leading order
process.

In total, the theoretical prediction for the top quark pair production cross section at a proton-
proton collider running at a centre-of-mass energy of 13 TeV is σNNLO+NNLL

tt̄
= 832+20

−29 (scale)±
35 (PDF + αs) pb [63], calculated at next-to-next-to-leading order (NNLO) in perturbative QCD
including soft-gluon resummation at next-to-next-to-logarithmic order (NNLL), assuming a top
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Fig. 2.7.: Exemplary Feynman diagrams for the next-to-leading order top quark pair production.

quark mass of mtop = 172.5 GeV. The first uncertainty reflects uncertainties in the factorisation
and renormalisation scales, µF and µR, while the second one is associated with possible choices
in parton distributions (PDF) and the strong coupling (αs). The various measurements on the
top quark pair production measurement are in good agreement with the theoretical prediction as
depicted in Fig. 2.8.

2.3.2. Top quark decay

Due to its high mass, the top quark has a very short lifetime as discussed in Sec. 2.3. It decays via
the electroweak interaction into a W boson and a down-type quark, which is primarily a bottom
quark (cf. Sec. 2.1.4). A W boson can either decay into a charged lepton and the corresponding
neutrino, referred to as leptonic decay, or into an up-type quark and a down-type quark, which
is named the hadronic decay. The corresponding branching fractions of the W bosons, which
are ∼ 1/3 for the leptonic and ∼ 2/3 for the hadronic decay, are given in Tab. 2.3. In fact, the
decay into a top and a bottom quark would be technically allowed, it is kinematically prohibited
by the high rest mass of the top quark which exceeds the rest mass of a W boson more than twice.
Therefore, hadronic decays ofW bosons involve only quarks lighter than the top quark. The decay
of top quark pairs can thus be divided into three different decay channels which are characterised
by the decay mode of the involved W bosons. In the dileptonic channel both W bosons decay
leptonically giving rise to two neutrinos in the final state, whereas in the fully hadronic channel
both W bosons decay into quarks. The third channel is the so-called lepton+jets channel in which
one W boson decays leptonically and the other one hadronically. However, the numbers given in
Tab. 2.3 include the contributions from all three lepton flavours. Since τ -leptons decay to roughly
65 % [34] into hadrons and furthermore are always accompanied by a ντ , they are excluded in
most top quark measurements which has a considerable impact on the branching fractions of the
dileptonic and lepton+jets channel, respectively.
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2.3. The top quark

Decay mode W → eνe W → µνµ W → τντ W → qq̄′

Branching fraction (10.71± 0.16) % (10.63± 0.15) % (11.38± 0.21) % (67.41± 0.27) %

Tab. 2.3.: Branching fractions for the W boson [34]. The leptonic branching fractions are split
into the particular lepton flavours, whereas the hadronic one is combined for all possible
hadronic final states, only.
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Fig. 2.8.: Summary of measurements of the top quark pair production cross section at the LHC
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resummation [63]. The theory bands represent uncertainties due to renormalisation and
factorisation scale, parton density functions and the strong coupling. The measurements
and the theory calculation are quoted at mtop = 172.5 GeV. [64]
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2.3.2.1. The dileptonic channel
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Fig. 2.9.: The dileptonic tt̄ decay

With a probability of approximately 33 %
for a leptonic decay of the W boson the
predicted branching ratio for the dilep-
tonic channel is 10.6 % considering τ -
leptons and 5 % if explicitly taking only
electrons and muons into account. There-
fore, it has the smallest branching ratio of
the three channels. The final state consists
of two bottom quarks and a total of two
high-energetic leptons and two neutrinos
(cf. Fig. 2.9). Due to two neutrinos in the
final state, the top quark pair system can-
not be kinematically reconstructed so in
this channel other elaborated techniques
have to be applied when measuring top
quark properties. However, the dileptonic
channel offers a very clean event topology
since it has a very low background con-
tamination due to the four leptonic parti-
cles in the final state.

2.3.2.2. The lepton+jets channel
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Fig. 2.10.: The lepton+jets tt̄ decay

The predicted probability for the lep-
ton+jets channel is 43.9 % and 30 %, re-
spectively, dependent on whether taking
τ -leptons into account or not. Its fi-
nal state is characterised by two bottom
quarks, two light quarks, one high ener-
getic charged lepton and one neutrino (cf.
Fig. 2.10). Although a neutrino is present,
in contrast to the dileptonic channel a
kinematic reconstruction is feasible. The
main background for this channel is the
associated production of a W boson with
jets, while a minor contribution originates
from QCD multijet production. The lep-
ton+jets channel is the preferred channel
for many top quark measurements as it is
well-balanced between a clean event sig-
nature and large branching fraction.
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2.3.2.3. The fully hadronic channel
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Fig. 2.11.: The fully hadronic tt̄ decay

In the fully hadronic channel, both W
bosons decay hadronically which corre-
sponds to a probability of 45.4 %. Con-
sequently, the fully hadronic channel has
the largest brachning fraction of all chan-
nels. The event signatur is described
by four light and two bottom quarks (cf.
Fig. 2.11). In contrast to the two other
channels, no high-energetic leptons or
neutrinos are in the final state, allowing
for a full reconstruction as all particles in
the final state can be detected. The dom-
inant background process for the fully
hadronic channel is QCD multijet produc-
tion. The absence of leptons and espe-
cially of neutrinos does not only have ad-
vantages as the rejection of background
events containing many jets becomes very
challenging.

2.4. Top quarks in association with a Z boson

Besides higher order corrections mediated by the strong force described in Sec. 2.3.1.2, particles
can be also radiated via the electroweak interaction, therefore at a lower probability. For the
associated production of top quarks with a Z boson, the Z boson has to be radiated from either
one of the incoming quarks or from a top quark as gluons do not participate in weak interaction.
Thus, Z bosons cannot be emitted by them. In case the Z boson is real, the quark it has been
radiated off must be virtual as this process would be kinematically forbidden otherwise. This does
not matter at all for a virtual Z boson.

The associated production of top quark pairs with a Z boson provides a direct measurement
of the coupling between two of the heaviest known fundamental particles. As this coupling is
not yet well constrained by direct measurements, its value can significantly vary when including
many models of physics beyond the Standard Model, for example the decay of the top quark
through a flavour changing neutral current mediated by a Z boson. Furthermore, it is an important
irreducible backgroud process to the associated production of top quark pairs with a Higgs boson,
one of the main processes in which the Yukawa coupling of the top quark to the Higgs field is
investigated, and to many searches in Supersymmetry providing a similar final state signature. The
production cross section for top quark pairs in association with a Z boson at 13 TeV is σNLO

tt̄Z =
839+80
−92 scale ± 25 (PDF) ± 25 (αs) fb [65] at next-to leading order in electroweak and QCD

calculation. The most recent measurements of the ATLAS and the CMS collaboration yielding
0.92 ± 0.32 pb and 1.00+0.15

−0.13 pb, respectively, are in quite good agreement with the theoretical
predicition [66, 67]. Thus, to compare the associated production of top quarks pairs with a Z
boson to bare top quark pair production, the two cross sections are divided yielding

σNNLO+NNLL
tt̄

σNLO
tt̄Z

= 991.66 , (2.48)
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stating, that the associated production of top quark pair production is almost thousandfold supp-
pressed with respect to bare top quark pair production. A main reason is the much smaller elec-
troweak coupling of coloured particles to Z bosons than their strong coupling to other coloured
states. Furthermore, for the production of a real Z boson more energy is needed than for a virtual
Z boson, which in turn occurs even less frequent. Exemplary leading order Feynman diagrams
are shown in Fig. 2.12 depicting the radiation of a Z boson from a virtual top quark. In these
studies the associated production of single top quarks with a Z boson is explicitly not taken as
signal process but serves as an rather similar looking background process.
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Fig. 2.12.: Exemplary Feynman diagrams for leading order production mechanisms of top quark
pairs in association with a Z boson

2.4.1. 1-lepton channel
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Fig. 2.13.: The tt̄Z 1-lepton channel

When investigating the associated pro-
duction of top quark pairs with a Z bo-
son, the decay of such a system can be
divided into the top quark pair and the Z
boson each with its respective decay prod-
ucts, resulting in different decay modes.
First, the decay of the topquark pair can
be categorised into three different de-
cay channels according to as presented in
Sec. 2.3.2. As the Z boson couples to all
fundamental fermions, it can either decay
in two quarks, two leptons or two neu-
trinos, respectively, with the respective
branching ratios given in Tab. 2.4. This
results in a total of five different chan-
nels categorised according to the number
of leptons in the event signature. For the
decay channels with two leptons the final
signature is ambigious as the leptons can
either stem from a dileptonic decay of the
top quark pair accompanied by a decay of
the Z boson into a pair of quarks or neutrinos, or from a leptonic decay of the Z boson where the
top quark pair has to decay in the fully hadronic channel. Instead, for one, three, four or even no
leptons in the final state no ambiguities arise.

Most of the prevous measurements on the associated production of top quark pairs with a Z
boson have been done in multi-lepton channels [33, 68–71] as the event topology in them is much
cleaner than for only one or even no lepton. For this analysis the so-called 1-lepton channel has
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been chosen to investigate, consisting of a top quark pair which decays in the lepton+jets channel
and a hadronically decaying Z boson (cf. Fig. 2.13). Its signature consists of a pair of opposite-
sign and same-sign quarks originating from the hadronically decaying W boson and the Z boson,
respectively, and of two bottom quarks from the decay of the two top quarks involved. In addition,
a high-momentum lepton as well as a neutrino are contributed by the lepton+jets final state. In the
1-lepton channel, the considerably large branching fractions of the lepton+jets channel (30 %) and
of the hadronic Z boson deacy (70 %) are exploited in order to provide more statistics with respect
to the multi-lepton channels. However, it suffers from a very large background contribution from
the production of top quark pairs in association with jets arising from higher order corrections.
This background process is expected to occur a thousand times more often than the actual signal
as predicted by the ratio of their cross sections (cf. Eq. (2.48)). Further considerable backgrounds
are the production of a W or Z boson in association with jets and the production of single top
quarks. In addition, the associated production of top quarks pairs with a W or Higgs boson has
the same final state, therefore called irreducible.

Decay mode Z → l+l− Z → νν̄ Z → qq̄

Branching fraction (3.3658± 0.0023) % (20.00± 0.06) % (69.91± 0.06) %

Tab. 2.4.: Branching fractions for the Z boson [34]. The leptonic branching fraction is averaged
over the particular lepton flavours, whereas the one for hadrons and neutrinos is com-
bined for all possible final states.
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3. Experimental setup

3.1. Experiments at CERN

CERN(1) is the European Organisation of Nuclear Research founded in 1954 with its head and
an accelerator and detector complex near Geneva in Switzerland. It operates the largest particle
physical laboratory in the world and pursues a variety of experiments in different areas of particle
physics. During the last 60 years the contributions of scientist from all over the world have led
to remarkable progress in particle physics of which the probably most outstanding incident in the
recent past was the discovery of a new boson matching to a Standard Model Higgs boson [28, 29].
Nowadays being one of the most important institutes in the world, various accelerators of different
type delivered data for research over the years. It started with linear proton accelerators (LINAC
1 & 2) before moving over to synchrotron colliders as the Proton Synchrotron (PS) or the Large
Electron Positron Collider (LEP) step by step. Besides the currently running experiments, most
notably are the Super Proton Synchrotron (SPS) which enabled the discovery of the W and Z
bosons [72–74], and LEP, the highest-energetic accelerator for leptons until today with a centre-
of-mass energy of

√
s = 209 GeV, providing high-precision measurements of the electroweak

interaction and excellent confirmation of the Standard Model [75]. An overview of the CERN
accelerator complex with all its current experiments at and besides the LHC is shown in Fig. 3.1.

3.2. The Large Hadron Collider

The Large Hadron Collider (LHC) is an international particle physics experiment located at CERN
near Geneva, Switzerland, which was built to probe the Standard Model and to search for new
physics phenomena with unprecedented energies. Since the centre-of-mass energy for LEP was
limited by synchrotron radiation losses, an upgraded electron-positron accelerator turned out not to
be feasible anymore and it was decided to install a hadron collider, the LHC. As charged particles
radiate when being accelerated, they lose energy in each circulation. Therefore, the beams need to
be constantly provided with energy. The energy loss per turn ∆E of a particle with electric charge
Ze and mass m is

∆E ∝ (Ze)2

R
· γ4 ∝ (Ze)2

R
·
(
E

m

)4

, (3.1)

with the beam energyE, the Lorentzfactor γ = E/m andR as the radius of the curcuit. As the pro-
ton has a mass (mproton = 938.272 MeV [34]) approximately 2000 higher than the electron mass
(melectron = 0.511 MeV [34]), proton-proton synchrotrons suffer much less from synchrotron
radiation losses than lepton-lepton-colliders and therefore enable significantly higher beam ener-
gies. However, due to their high centre-of-mass energy hadron colliders are often called discovery
machines, whereas lepton colliders provide high-precision measurements as there are no hadronic
remnants within an event(2). Operating since 2008, during its first data taking period (Run 1)
lasting from 2009 to 2013, on the 30th of November 2009 the LHC became the world’s highest-
energy particle accelerator beating previous record of 0.98 TeV per beam held for eight years by
the proton-antiproton collider Tevatron at Fermilab [77].

(1) The acronym stems from the original french name Conseil Européen pour la Recherche Nucléaire.
(2) An event is defined as the crossing of two proton beams with a hard scattering interacton occuring.
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Fig. 3.1.: Schematic view of the CERN accelerator complex. The LHC ring is depicted in dark
blue with its four major experiments indicated as yellow dots. Below the pre-accelerator
chains for protons is shown including the LINAC 2, BOOSTER, PS and SPS, as well as
for heavy ions comprises LINAC 3 and LEIR. Furthermore a few smaller experiments
not primarily being concerned with the LHC are sketched [76].

The LHC is a circular machine with a circumference of 27 km and housed underground in
the same tunnel as its predecessor LEP, therefore following the LEP tunnel layout with eight
alternating straight sections and circular arcs. Designed to accelerate protons to a centre-of-mass
energy of up to 14 TeV, it is also able to accelerate heavy ion nuclei to centre-of-mass energies of
2.76 TeV per nucleon. However, in order to reach such high energies the protons cannot be directly
injected into the LHC, but have to run through a complex pre-accelerator chain employing already
existing infrastructure at CERN of former experiments. In a first step, protons out of a bottle
of hydrogen are accelerated to an energy of 50 MeV by the LINAC2 accelerator. Subsequently,
the particles are inserted into the Proton Synchrotron Booster and the Proton Synchrotron to be
further accelerated to 1.4 GeV and 25 GeV, respectively. In the last step of the pre-acceleration
process the proton energy gets increased to 450 GeV by the Super Proton Synchrotron from where
they are injected into the great LHC accelerator ring. There the protons get accelerated to their
final collision energy which amounts to 6.5 TeV during the 2015 and 2016 data taking period,
corresponding to a proton-proton centre-of-mass energy of 13 TeV [78].

After the pre-acceleration, the protons are filled into two parallel vacuum-kept beam pipes of
the LHC where the proton beams rotate clockwise and counter-clockwise, respectively. The par-
ticles are accelerated to almost velocity of light by eight radiofrequency (RF) cavities per beam,
which also compensate the energy loss due to synchrotron radiation by oscillating at a frequency
of 400 MHz. Furthermore, these cavities conserve the bunch structure of the proton beams due to
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a local acceleration or decceleration depending on whether the particles are too slow or too fast in
the electric field of the cavities. In order to bend particles on a circular path, in total 1232 15 m
long dipole magnets are employed generating magnetic fields peaking at 8.33 T. These magnets
use niobium-titanium cables that become superconductive at temperatures below 10 K. The steer-
ing, adjustment and focussing of the proton beams is done by using a multitude of differently
designed magnets, such as quadrupole magnets or higher-order multipoles. To achieve such high
performance both the radiofrequency cavities and the magnets installed along the beam line have
to be superconductive. Therefore, the radiofrequency cavities are cooled down to 4.5 K in order
to prevent energy loss from electrical resistance, whereas the magnets are even further cooled to
1.9 K by a gigantic cryogenic system filled with liquid helium, for only superconductive magnets
enable currents of up to 12 000 A needed for those strong magnetic fields.

The proton beams cross each other at several points around the LHC accelerator ring, on the one
hand without being collided in order to correct for small spatial displacements due to the slightly
different radii of the inner and out beam line, and on the other hand to collide them in a controlled
manner at four points within one of the detectors at the LHC. At these interaction points, the proton
beams are magnetically deflected such that they collide almost head-on. Concurrently, the beam
diameter is kept as small as possible in order to increase the instantaneous luminosity. The total
rate of proton-proton collisions f is given by

f = σ · L , (3.2)

with the instantaneous luminosity L describing the number of particle collisions per time and per
area. For particle colliders as the LHC it can be written as

L =
nN1N2

4πσxσy
· ν , (3.3)

where ν denotes the revolution frequency of the n proton bunches which are brought to colli-
sion [79]. At the LHC the bunch-spacing is limited to 25 ns which corresponds to a collision rate
of 40 MHz in the centre of each experiment.
N1 and N2 are the number of protons the colliding bunches consist of per beam, and σx and σy

are the widths of the proton beams, determined in so-called van-der-Meer scans [80]. In such a
scan the two beams are moved through each other in order to determine the size of the beams in
the interaction region. The cross section σ is a measure of the probability of a collision occurring
at a bunch crossing of protons with a certain energy, to be interpreted as an effective area of a
proton that can be hit by another proton. It is the sum of all cross sections corresponding to the
processes that can happen in proton-proton collisions. The total number of events of a process i is

Ni = σi · L , (3.4)

where the time-integrated luminosity

L =

∫
L dt (3.5)

represents the amount of data taken within a certain time interval t [34].
In order to adapt the calculation of the instantaneous luminosity (cf. Eq. (3.3)) to real life,

some correction factors have to be applied. Besides the relativistic γ-factor accounting for the
relativistic proton velocities, the normalised transverse emittance ε measures the beam quality
and amplitude function β∗ quantifies the squeezing of the beam optics at the interaction point,
indicated by the star. Additionaly, as the beams usually collide at an angle θc 6= 0, the luminosity
has to be corrected with respect to actual head-on collisions in terms of the geomtric luminosity
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reduction factor

F =

√1 +

(
θcσz
2σ∗

)2
 −1

, (3.6)

which is composed of θc, the root mean square of the bunch lenght σz and the root mean square
of the transverse beam size at the interaction point σ∗. Taking into account all these corrections,
Eq. (3.3) can be rewritten as

L = γ · nN1N2

4πε
√
β∗xβ

∗
y

· ν · F , (3.7)

using the beam width can be expressed in terms of emittance and amplitude function,

σx,y =
√
ε · βx,y . (3.8)

Besides two smaller experiments, LHCf(3) and TOTEM(4), four major experiments are asso-
ciated to the LHC accelerator. The smallest detector at the LHC is LHCf, designed to study
particles generated almost directly in line with the colliding proton beams and look for cosmic
rays. It shares its location with the ATLAS experiment which will be explained later on. ALICE(5)

is specifically designed to study quark-gluon plasma, the state of matter straight after the big bang
in heavy-ion collisions. The other big special-purpose detector at the LHC is LHCb(6) which
explores the origin of the matter-antimatter imbalance by studying the properties of B-hadron de-
cays. A rather new supplement to LHCb is the MoEDAL(7) detector which basically looks for
magnetic monopoles and microscopic black holes. ATLAS(8) and CMS(9) are the two general-
purpose detectors located diametrically opposite to each other at the LHC ring. They cover a
broad field of particle physics and benefit from cross-checking each other’s results. Near to CMS
the TOTEM experiment has its place at the beam pipe. It measures remnants from deep-inelastic
particle collisions scattered along the beam pipe and performs studies on the measurement of the
proton size [78].

3.3. The ATLAS experiment

The ATLAS experiment [81] is a forward-backward symmetric multi-purpose particle detector
designed for hadron collisions at high luminosities. It is located underground in one of the exper-
imental caverns of the LHC ring, more precisley at LHC point 1, one of the four sites at the LHC
where protons and heavy ions are brought to collision. Designed to cover a wide range of particle
physics topics like top quark and Higgs boson properties or the search for new physics(10) phe-
nomena, e.g. Supersymmetry (SUSY), in the most possible comprehensive way, it has to fulfil a
number of various requirements whereof a few will be mentioned in the following. Besides an ex-
cellent electromagnetic calorimeter for electron and photon identification as well as a full-coverage
hadronic calorimeter for the measurement of jets and missing transverse energy, a high-precision

(3) Large Hadron Collider Forward located
(4) TOTal Elastic and diffractive cross section Measurement
(5) A Large Ion Collider Experiment
(6) Large Hadron Collider Beauty
(7) MOnopole and Exotics Detector At the LHC
(8) A Toroidal LHC ApparatuS
(9) Compact Muon Solenoid

(10) Physics not described (beyond) the Standard Model of Particle Physics (BSM)
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momentum measurement for both muons and other charged particles must be guaranteed. Simi-
larly, an almost full coverage of the solid angle as well as an efficient tracking for both high and
low transverse momenta is essential. In addition, a reasonable power for identifying τ -leptons and
heavy flavour particles is supplied, even a full event reconstruction capability. Its overall concept
is to provide a full coverage for all electromagnetically and strongly interacting final state particles
and their kinematics.

As depicted in Fig. 3.2, the ATLAS detector has a cylindrical shape situated along the beam
pipe. With a length of 46 m and a diameter of 25 m, weighing approximately 7000 tonnes it is the
biggest but by far not the heaviest of the LHC experiments. Surrounding the interaction point it
is divided into a central part, the barrel, where most of the components are aligned concentrically
around the beam pipe, and two disk-shaped parts at both ends of the cylinder, the so-called end-
caps. The ATLAS detector is separated into three different detector layers, the inner detector
(ID), the calorimeter (CAL) and the muon spectrometer (MS), which are concentrically placed
around the interaction point. Superconductive magnets provide magnetic fields curving the tracks
of charged particles and thus providing a measurement of the momentum. Data recorded from the
various subdetectors is used to identify particles by reconstructing their tracks and measuring their
energy. A specifically designed trigger and data acquisition system has to be made use of in order
to handle the enormous amount of data taken.

Fig. 3.2.: Computer generated image of the whole ATLAS detector showing its main components,
the inner detector, the calorimeter system, the muon spectrometer and the magnet sys-
tem. [82]

3.3.1. The ATLAS coordinate system

The ATLAS detector uses a right-handed coordinate system with the nominal interaction point in
the centre of the detector defined as origin and the z-axis oriented along the beam line of the LHC.
In the x-y-plane perpendicular to the beam line, the positive direction of the x-axis is pointing
towards the centre of the LHC ring and the positive y-direction pointing upwards. The transverse
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components of momentum and energy, pT and ET, as well as the missing transverse energy Emiss
T

(cf. Sec. 5.6) are defined as their respective projections to the x-y-plane,

pT :=
√

(px)2 + (py)2 (3.9a)

ET :=
√
m2 + (pT )2 . (3.9b)

Due to its shape, a much more common and convenient way to describe objects’ locations and
particle trajectories in the detector are cylindrical coordinates. The azimuthal angle φ is measured
around the beam axis in the transverse plane, with φ = 0 corresponding to the positive x-axis and
increasing clock-wise looking into the positive y-direction(11), while the polar angle θ defines the
separation angle from the beam line. However, instead of the polar angle, a quantity defined as

η = − ln

[
tan

(
θ

2

)]
(3.10)

is often used as a measure of the forward direction the pseudorapidity η [81]. Therefore, the
coverage of each subdetector is commonly given in ranges of |η|, where η = 0 is equivalent to
θ = π/2 (transverse plane) and η = ±∞ corresponds to θ = 0◦, which means parallel to the
beam pipe. High values of |η| are also called the forward region. In case of massive objects the
Lorentz invariant rapidity y [81], defined as

y =
1

2
ln

[
E + pz
E − pz

]
(3.11)

is used instead. In the limit of high energies (p � m) the pseudorapidity η approximately equals
the rapidity y [34]. Differences in rapidity (and therefore in the limit equivalently in pseudorapid-
ity) are invariant under boosts in z-direction. The distance ∆R in the angular space (η-φ) between
two objects in the detector is hence expressed as [81]

∆R =
√

∆η2 + ∆φ2 . (3.12)

3.3.2. The ATLAS magnet system

In order to measure the charge of particles travelling through the detector, a hybrid system of
four large superconductive magnets provide several magnetic fields [83]. As shown in Fig. 3.3,
it consist of the central solenoid (CS) magnet enclosing the inner detector in the barrel, and three
toroid magnets around the muon spectrometer, located in both the barrel region and the end-caps.
The magnetic system of ATLAS as a whole is 22 m in diameter and 26 m in length, with a stored
energy of 1.6 GJ. It is made up of aluminium-stabilised cryogenically cooled niobium-titanium
alloy and cooled down to 4.5 K.

The central ATLAS solenoid extends over a length of 5.3 m and has a bore of 2.44 m. De-
signed to provide a homogeneous magnetic field of 2 T in the central tracking volume of the inner
detector, a peak value of 2.6 T can be maximally reached [84].

The ATLAS toroid magnets consist of eight large air-core coils each, assembled radially and
symmetrically around the beam axis, delivering a peak magnetic field of 3.9 T and 4.1 T in the
barrel and end-cap toroids, respectively. The barrel toroid (BT) with a length of 25.3 m, an outer
diameter of 20.1 m and an inner diameter of 9.4 m is by far the biggest component of the ATLAS
magnet system. In contrast, the end-cap toroid magnets are much more compact, exhibiting a

(11) φ ∈ [−π,+π]
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length of 5 m, an outer diameter of 10.7 m and an inner diameter of 1.65 m. They are inserted
in the barrel toroid at each end and line up with the central solenoid [85]. The end-cap toroid
(ECT) system is rotated by 22.5◦ with respect to the barrel coil system in order to provide radial
overlap and to optimise the bending power in the interface regions of both coil systems. However,
the bending power decreases in the transition regions, where the two magnets overlap, which
corresponds to an η-region of (1.3 < |η| < 1.6) [86].

Fig. 3.3.: The ATLAS magnet system coloured in red [81]. The picture shows the barrel coils, the
end-cap torroidal coils and the central solenoid embedded in the calorimeter.

The magnetic fields provided by the ATLAS magnet system are essential for the momentum
measurements in the inner detector and the muon spectrometer. According to the Lorentz force

FL = q · (v ×B) (3.13)

charged particles moving in a magnetic field are deflected, hence their tracks left in the detector are
bent from a straight path. As the angular deflection of a particle is proportional to its momentum
and the sign of its charge is defined by the direction of the curvature with respect to the polarity
of the magnetic field, the momentum and sign of charged particles can be therefore determined
by measuring their tracks. Using this method of momentum measurement, the relative resolution
is proportional to the momentum and inverse proportional to the magnetic field [87]. In order to
keep the resolution small enough when dealing with particle energies as delivered at the LHC,
the magnetic fields have to be so strong that superconductive magnets have to be used to provide
them.

3.3.3. The ATLAS inner detector

The ATLAS inner detector has been designed to provide precise vertex identification and high-
precision momentum measurements in order to meet the requirements imposed by the bench-
mark physics processes and high-precison measurements, given the very large track density at the
LHC(12). These features are provided by semiconducting pixel and silicon microstrip layers, used
in conjunction with a straw tube tracker. The layout of the inner detector is shown in Fig. 3.4.
Enclosing the beam pipe within a range of |η| < 2.5 it is the most central element of the ATLAS

(12) Every 25 ns approximately 1000 particles emerge from the collision point within |η| < 2.5.
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detector starting only 3 cm from the beam axis and has an overall length of 6.2 m as well as an
outermost radius of 105 cm. The presicion tracking elements are located within a radius of 56 cm,
followed by detector modules providing continuous tracking.

The ATLAS inner detector is immersed in a 2 T magnetic field generated by the central solenoid
(cf. Sec. 3.3.2) in order to perform tracking and identification of charged particles as well as to
determine primary(13) and secondary(14) vertices, all with high spatial and momentum resolution.
From the beam pipe outwards, it consists of three independent parts, the pixel detector, the semi-
conductor tracker (SCT), and the transition radiation tracker (TRT). In the barrel region the dif-
ferent detector parts are arranged in concentric cylinders around the beam axis, whereas in the
end-caps the detector elements are mounted on disks perpendicular to the beam line, as shown in
Fig. 3.5 depicting both the barrel and the end-cap region of the inner detector separately. This
layout allows a full tracking coverage over |η| < 2.5, including impact parameter measurements
and vertex identification for heavy-flavour or τ -tagging [88, 89].

Fig. 3.4.: Computer generated cut-away view of the ATLAS inner detector. [90]

3.3.3.1. The ATLAS pixel detector

The pixel detector consists of four, originally three layers of silicon pixel detectors placed around
the beam axis at roughly 3 cm, 5 cm, 9 cm, and 13 cm in the barrel covering |η| < 1.7, and of five
disks of silicon pixel detectors between radii of 11 and 20 cm in the end-caps, covering 1.7 < |η| <
2.5 (cf. Fig 3.5). Thus the pixel detector provides at least four high-precision measurements with
fine granularity for each charged particle as close to the interaction point as possible over the full
acceptance. Therefore, an important task of the pixel detector is the reconstruction of secondary
vertices which are crucial in tagging jets containing B-hadrons. The pixel layers are segmented in
R-φ and z direction, respectively, and have a minimum pixel size in R-φ × z of 50 × 400µm2.

(13) Point situated on the beam line which indicates, from extrapolation of the measured tracks, a parton-parton interac-
tion within the single proton-proton collision of interest.

(14) Crossing of tracks which is displaced with respect to the beam line and thus can not be associated to a primary
parton-parton collision, as it mostly stems from secondary decays of particles with a high lifetime, e.g. bottom
quarks, within the decay chain.
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(a)

(b)

Fig. 3.5.: Computer generated schematic view of the end-cap (Fig. (a)) and barrel (Fig. (b)) part of
the ATLAS inner detector [90]. Note that in these images the new IBL layer is missing.

For both barrel and end-caps the spatial resolution of the pixel detector is approximately 10 µm in
the R-φ-plane and 115 µm in z-direction [91].

During the preparation of the LHC Run 2 operation, an additional pixel layer, the so-called
insertable B-layer (IBL) has been installed directly on the beam pipe with a coverage of |η| < 2.5.
The reason was the increase in track and vertex reconstruction resolution in expectation of the
increase in luminosity, which came along with the raise of the centre-of-mass energy from

√
s =

8 TeV to the current
√
s = 13 TeV after Run 1. The intrinsic resolution of the newly installed IBL

is 8 µm (R-φ) and 40 µm (z) [92].

3.3.3.2. The ATLAS semiconductor tracker

Based on the same technology, the semiconductor tracker is concentrically arranged around the
pixel detector, and therefore completely surrounding it. It consists of eight silicon strip layers
around the barrel to be crossed by each track at distances between 30 cm and 51 cm providing four
precision space point measurements in the R-φ and z-coordinates, and nine disks in each end-cap
at distances from the interaction point of 85 cm to 273 cm. In the barrel, the detector is composed
of four stereo silicon strip modules each consisting of two layers rotated by 40 mrad to each
other in order to obtain the z-measurement. The coverage of the barrel part of the semiconductor
tracker is |η| < 1.4 while with the end-cap modules the remaining solid angle is covered, i.e.
1.4 < |η| < 2.5. The intrinsic accuracy is both for barrel and end-caps 17 µm in the R-φ-plane
and 580 µm for the z-direction in the barrel and the R-direction in the end-cap disks, respectively.

As both the pixel detector and the semiconductor tracker are made of silicon, they are prone
to irradiation. Consequently, electronic noise from radiation damage is suppressed by cooling the
detector modules down to below −5 ◦C.

3.3.3.3. The ATLAS transition radiation tracker

The third part of the ATLAS inner detector is the transition radiation tracker which can operate at
the very high rates expected at the LHC. It is based on 4 mm thin-walled, gas-filled proportional
drift-tubes, so-called straws, which are equipped with a 30 µm diameter gold-plated tungsten wire
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leading to fast response and good mechnical and electrical properties. A large number of hits(15)

enables track-following up to |η| = 2.0. In the barrel region the straws are aligned parallel to the
beam pipe and are 144 cm long with their wires divided into halfs at approximately η = 0, while
in the end-cap regions, the 37 cm long straws are arranged radially in a total of 18 wheels (cf.
Fig. 3.5). The transition radiation tracker provides tracking information in the transverse plane
only, with an intrinsic accuracy of 130 µm per straw.

A main purpose of the ATLAS transition radiation tracker is the discrimination between elec-
trons and more heavy particles as pions and kaons by employing xenon gas due to the detection of
transition-radiation photons created in radiators between the straws.

3.3.4. The ATLAS calorimeter system

The ATLAS calorimeter system consists of two main parts: The electromagnetic calorimeter
(ECAL) which is designed to measure the energy of mainly electromagnetically interacting par-
ticles like photons, positrons and electrons, and the hadronic calorimeter (HCAL) constructed to
determine the energy of hadrons as protons, neutrons or π-mesons which interact via the strong
force. Both calorimeters are so-called sampling type calorimeters meaning that they consist of
alternating layers of high-density active material in which incoming particles induce showers,
and readout layers where these showers are measured. The ATLAS calorimeter system covers a
range of |η| < 4.9 using different techniques suited to the widely varying requirements of the
physics processes of interest and of the radiation environment in this large η-range. Due to the full
coverage in the azimuthal angle it also allows for the measurement of missing transverse energy
(cf. Sec. 5.6). Besides good containment for electromagnetic and hadronic showers, calorimeters
must limit the punch-through into the muon system. A schematic view of the ATLAS calorimeter
system is presented in Fig. 3.6.

3.3.4.1. The ATLAS electromagnetic calorimeter

The ATLAS electromagnetic calorimeter [94] uses lead as absorber material and liquid argon
(LAr) as active medium. Its accordion-shaped kapton electrodes and lead absorber plates provide
full coverage in φ and inlcude a total pseudorapidity region of up to |η| < 3.2. Incoming particles
passing through the detector produce electromagnetic showers which ionise the argon atoms in the
active layers. The energy of the incoming particles is then proportional to the number of created
charges. The energy of electromagnetically interacting particles can be measured by counting the
number of ionised atoms within the active material. Position and energy of the incoming particle
as well as the shape of the shower can be determined by the hits in the individual calorimeter cells.

The electromagnetic calorimeter is divided into a barrel part extending up to |η| < 1.475, and
two end-cap components ranging from 1.375 < |η| < 3.2, each housed in their own cryostat
with the overlap between the modules ensuring a continuous coverage in η. The barrel calorimeter
consists of two identical half-barrels separated by a small gap of 4 mm at z = 0. Each end-cap
calorimeter is divided into to two coaxial wheels, where the inner (outer) wheel covers the region
2.5 < |η| < 3.2 (1.375 < |η| < 2.5). Over the pseudorapidity range of |η| < 1.8 the actual
calorimeter is preceded by an instrumented layer of liquid argon, the so-called presampler, which
is used to correct for energy losses prior to the calorimeter.

The total thickness of the EM calorimeter is > 22 radiation lengths (X0) in the barrel and > 24
radiation lengths in the end-caps. The barrel electromagnetic calorimeter is embedded in the vac-
uum of the barrel cryostat surrounding the inner detector (cf. Fig. 3.3) and hence shares its vacuum

(15) typically 36 hits per track
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Fig. 3.6.: Computer generated schematic view of the ATLAS calorimeter [93]. The electromag-
netic calorimeter encloses the inner detector in the barrel region which itself is embedded
in the tile calorimeter. The end-caps comprise the forward calorimeters which are sur-
rounded by the electromagnetic and hadronic end-cap calorimeters. Together they are
encased by the extended tile calorimeters.

vessel with the central solenoid, while two end-cap cryostats house the end-cap electromagnetic
and hadronic calorimeters as well as the integrated forward calorimeter.

3.3.4.2. The ATLAS hadronic calorimeters

The ATLAS hadronic calorimeter is subdivided into three components, the tile calorimeter, the
hadronic end-cap calorimeter and the forward calorimeter, which unlike the electromagnetic
calorimeter are built from different materials. With all these parts it covers the range |η| < 4.9.

The tile calorimeter

The main component of the ATLAS hadronic calorimeter is the tile calorimeter [95]. It totally
surrounds the electromagnetic calorimeter and uses steel absorber plates and scintillating tiles as
the active material. Attached to the tiles are wavelength-shifting fibres which convert the light
induced by ionising particles into visible light which is detected by photomultiplier tubes. The
energy of impinging particles can then be deduced from the total amount of light collected.

The tile calorimeter is composed of one barrel and two extended barrels. The barrel cylinder
covers a pseudorapidity of |η| < 1 which overlaps with the coverage of the extended barrels,
0.8 < |η| < 1.7, preventing gaps in η. The tile calorimeter extends radially from an inner radius
of 2.28 m to an outer radius of 4.25 m and is segmented in depth into three layers at approximately
1.5, 4.1 and 1.8 interaction lengths (λ) for the barrel and 1.5, 2.6 and 3.3 interaction lengths for
the extended barrel. The total detector thickness at the outer edge of the tile-instrumented region
is 9.7 λ at η = 0.
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The liquid-argon hadronic end-cap calorimeters

The ATLAS hadronic end-cap calorimeter (HEC) [94] consists of two independent wheels of outer
radius 2.03 m per end-cap, both located directly behind the end-cap electromagnetic calorimeter
and sharing the same LAr cryostats. In contrast to the tile calorimeter, the hadronic end-cap
calorimeter uses copper as absorber medium and, as the electromagnetic calorimeter, liquid argon
for ionisation. Covering a range of 1.5 < |η| < 3.2 it overlaps with the tile and the forward
calorimeter.

The liquid-argon forward calorimeter

The ATLAS forward calorimeter (FCal) [94] encloses the beam pipe with its front face at approxi-
mately 4.7 m away from the interaction point, and is integrated into the end-cap cryostats. In order
to avoid back-scattering of neutrons it is shifted with respect to the electromagnetic calorimeter
front face by about 1.2 m. This severely limits the depth of the calorimeter and therefore requires
a high-density design. With a length of approximately 10 interaction lengths it covers the range
in pseudorapidity of 3.1 < |η| < 4.9. Each end-cap module consists of three parts which all
use liquid argon as the active medium. The first part closest to the interaction point is a copper
calorimeter mainly designed to measure electromagnetic interactions followed by two calorimeters
made out of tungsten predominantly intended for the measurement of the energy of hadronically
interacting particles.

3.3.4.3. The calorimeter resolution

The granularity of the ATLAS calorimeter system is defined by the size of the respective calorime-
ter cells in the different detector regions and calorimeter parts. In the electromagnetic barrel
calorimeter the cell size ranges from ∆η×∆φ = 0.025×0.025 to 0.025×0.1 and 0.075×0.025.
In the end-cap regions the electromagnetic calorimeter has a cell size of ∆η×∆φ = 0.025×0.025
up to 0.1 × 0.1, whereas in the hadronic calorimeter cells extend from ∆η ×∆φ = 0.1 × 0.1 to
0.2 × 0.2. In the central and extended barrel regions cells of the hadronic tile calorimeter extend
from ∆η × ∆φ = 0.1 × 0.1 to 0.2 × 0.1. the granularity of the forward calorimeter is between
∆X ×∆y = 3.0 cm× 2.6 cm and 5.4 cm× 4.7 cm.

3.3.5. The ATLAS muon spectrometer

An important and therefore very sophisticated part of the ATLAS detector is the ATLAS muon
spectrometer or muon system [96], a set of detectors specifically designed to both trigger on muons
and to measure their tracks and therefore momenta within |η| < 2.7. With a mean lifetime of
about 2.2 µs [34] muons are the only detectable particles traversing the so far explained parts of
the detector since they are minimally ionising particles and therefore lose only little energy in the
inner detector and calorimeters. Hence, their measurement is performed, based on the deflection
of their tracks in the magnetic fields provided by the large air-core toroid magnets in the outermost
layer of the detector. Up to |η| = 1.4, magnetic bending is provided by the large barrel toroid.
In the range of 1.6 < |η| < 2.7 the muon tracks are bent by the two smaller end-cap toroids
inserted into both ends of the barrel toroid. Within 1.4 < |η| < 1.6, usually referred to as the
transition region, magnetic deflection is provided by a combination of barrel and end-cap fields.
The magnetic field is mainly oriented perpendicularly to the flight path of the muons in order to
maximise deflection and thus resolution.

The overall layout of the ATLAS muon spectrometer is shown in Fig. 3.7. In the barrel region
three concentrically mounted cylindrical layers of high-precision tracking chambers, so-called
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monitored drift tubes (MDT) and resistive plate chambers (RPC), surround the beam axis at radii
of about 5 m, 7.5 m and 10 m, providing a coverage of |η| < 1.05. Additionally, at large pseudora-
pidities close to the interaction point, cathode strip chambers (CSC) are installed on the innermost
wheel. With a coverage of 1.0 < |η| < 2.7, at both end-caps monitored drift tubes in conjunction
with thin gap chambers (TGC) are arranged on four wheels, located at distances of 7.4 m, 10.8 m,
14 m and 21.5 m from the interaction point. The individual modules are arranged symmetrical in
φ and split up into eight sections.

On top of that, the ATLAS muon spectrometer has its own trigger system covering the pseudo-
rapidity range of |η| < 2.4, including resistive plate chambers in the barrel and thin gap chambers
in the end-caps. The muon trigger system serves a threefold purpose: It has to identify bunch-
crossings requiring a time resolution better than the LHC bunch spacing of 25 ns, further it must
provide well-defined thresholds on the transverse muon momentum, and measure the muon coor-
dinate in the direction orthogonal to that determined by the high-precision tracking chambers [97].

Fig. 3.7.: Computer generated schematic view of the ATLAS detector focussing on the muon spec-
trometer.

3.3.5.1. The monitored drift tubes

Over the full acceptance range of the muon system, the monitored drift tubes provide high-
precision tracking measurements in the η-direction, but do not deliver any measurement in φ.
The chambers consist of three to eight layers of aluminium drift tubes varying in length between
70 cm and 630 cm and filled with an gaseous mixture of argon and carbon dioxide at high pres-
sure, trespassing muons create electron-ion pairs by ionising the gas. Then, the electrons drift
towards the central gold-plated tungsten rhenium wire held at high voltage and create a measur-
able electron avalanche. With this setup, an average z-resolution of 80 µm per tube is achieved
which combines to approximately 35 µm for each chamber.
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3.3.5.2. The cathode strip chamber

Due to the high particle rate close to the beam axis, the innermost disk closest to the interaction
point, covering a pseudorapidity range of 2.0 < |η| < 2.7, is equipped with high rate capable
cathode strip chambers instead of monitored drift tubes. These are multiwired proportional cham-
bers following the principle of the muon drift chambers. Instead of being segmented into different
tubes with a single wire, multiple wires pointing radially outward within a single module are used.
Both readout cathodes are segmented, one parallel and the other perpendicular to the wires, in
order to provide two-dimensional positional information. Thus, each chamber has an η-resolution
of 40 µm and of 40 mm in the transverse plane.

3.3.5.3. The resistive plate chambers

In order to trigger on muons, the high-precision tracking chambers are complemented with ad-
ditional fast-readout modules. In the barrel region (|η| < 1.05) three layers of resistive plate
chambers are used for triggering. They are gaseous parallel electrode-plate detectors with a gas-
filled gap of 2 mm and no wire in between. The signal readout is segmented into strips, which are
capacitively coupled to the plates. Due to the small size they allow for a time resolution of less
than 2 ns which makes them usable as triggers.

3.3.5.4. The thin gap chambers

In the end-cap regions (1.05 < |η| < 2.7), so-called thin gap chambers, slim multiwire propor-
tional chambers are used for triggering on muons. Besides a fast response promoting their usages
as triggers, they provide a rough φ-position measurement perpendicular to the MDT in the endcaps
with a resolution of about 5–10 mm.

3.3.6. The ATLAS forward detectors

Besides the main detector parts there are three smaller detector modules covering the ATLAS for-
ward regions. The main purpose of two systems is to measure the luminosity delivered to the
ATLAS detector. At ±17 m from the interaction point LUCID(16) [98], the main online relative-
luminosity monitor for ATLAS, measures inelastic proton-proton scattering in the forward direc-
tion. The other detector, ALFA(17) [99], located at ±240 m from the interaction point, consists of
scintillating fibre trackers which lie inside so-called Roman pots designed to approach as close as
1 mm to the beam line. The third forward detector module, ZDC(18), plays a key role in determin-
ing the centrality of heavy-ion collisions. It is located just beyond the point where the common
straight-section vacuum pipe divides back into two independent beam pipes at ±140 m from the
interaction point. It consists of layers of alternating quartz rods and tungsten plates and measures
neutral particles pseudorapidities of |η| ≥ 8.2.

3.3.7. The ATLAS trigger system and data aquisition

Triggers are experimental tools to restrict a large amount of continuously taken data to a manage-
able rate. They are commonly used in high energy physics experiments to pick out the events of
interest discarding the rest, as it is not feasible to record the whole overwhelming rate of particle
collisions induced at a hadron collider experiment.

(16) LUminosity measurement using Cerenkov Integrating Detector
(17) Absolute Luminosity For ATLAS
(18) Zero-Degree Calorimeter
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At the ATLAS detector a multi-stage trigger system [100, 101] is employed in order to identify
interesting collision events. In 2012 during Run 1 (2009-2013) the LHC delivered an integrated
luminosity of 20 fb−1 at a centre-of-mass energy of 8 TeV with a bunch spacing of 50 ns. In
the Run 2 data taking period, started in 2015, the centre-of-mass energy has been increased to
13 TeV leading to a 20 % higher proton-proton cross section and a doubled hard interaction cross
section for many physics processes of interest. Due to the halved bunch spacing of 25 ns, also
the luminosity increased with respect to Run 1. These higher cross sections, in particular for
processes dominated by the strong interaction, as well as the higher instantaneous luminosities
of up to the machine’s design luminosity of 1 · 1034 cm−2 s−1 and therefore higher pile-up (cf.
Sec. 3.4) lead to a rise of the total interaction rate by a factor of six compared to Run 1. In order to
cope with these harsher conditions, the ATLAS trigger system has been upgraded during the LHC
long shutdown 1 (2013-2014) from a three-stage to a two-stage system, consisting of a hardware
level-1 trigger (L1) [102, 103] and a software-based high level trigger (HLT) [104]. The latter
is a comprised system of the Run 1 level-2 trigger and event filter, reducing the complexity and
allowing for dynamic resource sharing between them.

Fig. 3.8.: Schematic view of the ATLAS level-1 trigger system with its components for the various
subdetector systems. The information from the muon spectrometer is first gathered by
an interface module before being transmitted to the central processor where it gets com-
bined with the information from the other subdetectors into regions of interest. These
are then sent to the high-level trigger [102].

The first stage, the level-1 trigger, applies custom electronics to determine regions of interest
(RoI), by using preprocessed information from the calorimeters, dedicated muon detectors and
forward detectors close to the beam pipe, thereby reducing the event rate from the LHC bunch
crossing rate of approximately 40 MHz to a rate of up to 100 kHz. The trigger decision is formed
by the central trigger processor (CTP) [105] within time intervals of 2.5 µs. The first part of the
level-1 trigger is the level-1 calorimeter trigger (L1Calo), which uses coarse granularity informa-
tion from the liquid-argon and tile calorimeters to identify energy clusters and particle types, and
then provides a count of objects above a certain energy threshold as well as the missing transverse
energy and dedicated τ -lepton triggers. The L1Muon system employs resistive plate chambers and
thin gap chambers to identify muons in the barrel and the end-caps, respectively (cf. Sec. 3.3.5).
The information is combined in the Muon-to-CTP interface (MUCPTI) [105] and transmitted to
the central trigger processor. The newly introduced level-1 topological trigger (L1Topo) allows
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for the evaluation of topological selection criteria based on calorimeter and muon spectrometer
information such as angles between trigger objects and the invariant mass of two or more trigger
objects.

The regions of interest formed in level-1 triggers are sent to the high level trigger in which
sophisticated selection algorithms are run using full granularity detector information in either the
regions of interest or of the whole event, reducing the level-1 output rate of 100 kHz to a perma-
nently recorded rate of up to 1 kHz within a processing time of about 200 ms [104].

After passing this second trigger stage the selected events are fully read out of the detector and
and written into permanent storage as raw data at a local computing center at CERN, referred to as
Tier-0. There the raw data undergoes some reconstruction procedures, interpreting the electrical
signals from the different subdetectors as physical objects like electrons or jets. In order to handle
the large amount of data produced by the ATLAS detector (several Petabyte a year), the Worldwide
LHC Computing Grid (WLCG) [106] has been created. It consists of more than 170 computing
centres in over 40 countries provided by universities and other scientific research institutes. Out of
the Tier-0 copies of raw and reconstructed data are transfered to thirteen large computing centres
of sufficient capacity in terms of storage, computing power and data transmission bandwidth, the
so-called Tier1. Associated to each Tier-1 centre are in total 160 Tier-2 centres, which handle
simulated data generation and reconstruction. The local workstations and personal computers of
scientists who access the grid infrastructure are referred to as Tier-3.

3.4. Pile-up and underlying event

At high-luminosity colliders, additional collisions typically take place besides the hard proton-
proton interaction and are most likely detected during the interaction of interest. They are referred
to as pile-up (PU) [107]. All the additional (soft) contributions have to be corrected for, because
usually only the hard interaction of a single pair of partons is of interest.

A common source of additional collisions are multiple proton-proton collisions taking place in
a bunch crossing, denoted as in-time pile-up, leading to a multitude of vertices (cf. Fig. 3.9) [108].
Following a poisson distribution with mean value µ, the average number of interactions per bunch
crossing 〈µ〉 is used as a measure of the hard scatter activity not associated to the main primary
vertex as well as of further soft contributions in a given event, and was about 14 and almost 25 for
the 2015 and 2016 data taking period, respectively (cf. Fig. 3.10). To isolate the event of interest
the primary vertex of the interactions is reconstructed and tracks pointing to the unwanted vertices
are discarded. A similar strategy is used for the calorimeters, but the pointing is considerably less
precise. All contributions not removed will deteriorate the detector resolution.

Fig. 3.9.: A candidate Z boson event in the dimuon decay mode recorded on April 15th 2012. It
shows a high pile-up rate with 25 reconstructed vertices [109].
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Another source of additional collisions is the so-called out-of-time pile-up, which is a detector-
dependent effect caused by readout times longer than the collision rate. Therefore, collisions
from bunch crossings before and after the interaction of interest may also give contributions to
a calorimeter measurement and thus increase the noise. When reducing the bunch spacing from
50 ns down to 25 ns for Run 2, the contribution of out-of-time pile-up obviously increased.

Mean Number of Interactions per Crossing
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Fig. 3.10.: Luminosity-weighted distribution of the mean number of interactions per bunch cross-
ing 〈µ〉 at the ATLAS detector for the 2015 and 2016 proton-proton collision data at a
centre-of-mass energy of 13 TeV. The integrated luminosity shown in this picture cor-
responds to all data delivered to ATLAS during stable beam periods for both 2015 and
2016. The red curve shows the 2015 and the blue curve the 2016 data taking period,
whereas their combination results in the dark blue shape with a black border. For all
distributions the corresponding value of 〈µ〉 is also given [110].

Especially at hadron colliders where the colliding particles are not elementary as for lepton col-
liders but have a substructure, the parton-parton interaction of interest is very likely polluted by
many processes contributing to the event of interest except the hard scattering itself, called the
underlying event [111] (UE). It is mainly composed of soft and semi-hard multiple parton interac-
tions within a single proton-proton collision, but gluon and photon radiation might be considered
as well depending on the particular definition of the underlying event .
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4.1. Monte Carlo event generation

In high energy physics the comparison of experimental data to theoretical expectations is an es-
sential part in almost every physics analysis. Ideally, a detailed description of the final state is
provided such that any experimental observable or combination of observables can be predicted.
Furthermore, a proper understanding of the signal and background processes is important in order
to be able to separate them. All these aspects are (almost) perfectly covered by so-called Monte
Carlo (MC) generators, dedicated software tools modelling step-by-step a real-life physics process
as authentically as possible and thus predicting the outcome of collider experiments. They have
a large field of application, ranging from detector and trigger optimisation studies to feasibility
studies of dedicated physics processes or general analysis strategies. Though, despite the great
efforts people have put in to continuously improve the Monte Carlo generation and simulation,
they are not absolutely perfect. Suffering from the broad range of physics they have to describe,
the most common strategy is to combine components of many different simulation programs, each
of them (more or less) well modelling one specific physics process or step.

In quantum mechanics calculations only provide a probability for different outcomes of a mea-
surement but not the actual result. Thus, it is impossible to know beforehand what will happen
for each event as anything that is not forbidden for some reason could take place. However, when
averaging over a large sample of events, the expected probability distribution will emerge, pro-
vided that the calculations indeed describe real nature. Therefore, events from a particular particle
physics process do not always look the same but are continuously distributed over its kinematically
allowed phase space, following a probability density function. In Monte Carlo generators random
numbers are used to make choices intended to reproduce the quantum mechanical probabilities for
different outcomes at various stages of a physical process.

Generally, the term Monte Carlo method [112] refers to a wide range of numerical techniques
that calculate probability-related quantities making use of random numbers. A series of random
numbers, typically uniformly distributed between 0 and 1, is mapped into a series of numbers
which follow the desired probability distribution function f(x). Treating the values of x as a set
of simultaneous measurements, thereof the probability for x being in a certain region of phase
space can be deduced. This is effectively equivalent to the calculation of the integral of the proba-
bility distribution f(x). Thus, Monte Carlo techniques are widely used to integrate high-complex
probability density functions in a multi-dimensional phase space which in most cases cannot be
done analytically anymore.

Two essential concepts of Monte Carlo generators are perturbation theory and the factorisation
theorem. Generally, if no exact solution of a given problem can be calculated, perturbation theory
is used to approximate the result. In order to be able to use it, the problem must provide the
possibility to formulate it in terms of a power series,

f(x) = a0x
0 + a1x

1 + a2x
2 + a3x

3 +O(x4) , (4.1)

where higher orders of x add only increasingly small corrections to the final result if x < 1. Thus,
a problem can be approximated by taking into account only leading order contributions while
neglecting corrections of higher orders. This is a commonly used approach within many quantum
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field theories, such as quantum chromodynamics where the series is developed in powers of the
strong coupling constant αs, to approximate complex equations as a cross section calculation with
power series.

Fig. 4.1.: Schematic overview of the structure of a proton-proton collision as simulated in Monte
Carlo event generation. The red blob in the centre represents the hard collision, sur-
rounded by a tree-like structure representing bremsstrahlung as simulated by parton
showers. The purple blob indicates a secondary scattering event. Parton-to-hadron tran-
sitions are represented by light green blobs, dark green blobs indicate hadron decays,
while yellow lines signal soft photon radiation [113].

The aim of a Monte Carlo event generation is not only to model the so-called hard interaction
but also to give an estimate as accurate as possible of all features occuring in a real-life event.
Due to the factorisation theorem, the Monte Carlo method allows to divide the generation of a
proton-proton collision into different stages, where in each step a set of rules is defined that can be
iteratively used to construct a more and more complex state. A schematic overview of the different
steps of the event simluation with Monte Carlo generators is shown in Fig. 4.1. Since hadrons are
composite particles, the initial state of the hard scattering process has first of all to be determined
with the help of parton distribution functions, which describe the the momentum fractions of
partons within the incoming protons and therefore govern the probability of being involved in the
hard scattering process for the different proton constituents as explained in Sec. 2.2. The hard
scattering process and its cross section is defined by the matrix element of the process of interest
within the proton-proton collision. It includes both initial and final state partons as well as short-
lived resonances produced in the hard process such as a top quark or a Z boson which transfers
their properties, e.g. spin, to the final state partons. As already stated, the matrix element can be
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4.1. Monte Carlo event generation

expressed and calculated in terms of a series expansion.
Since the underlying theory for proton-proton collisions is mainly the strong force described

by QCD(1), the calculation of the matrix element can be expressed as an expansion in orders
of the strong coupling constant αs. The leading order process is described by the tree level,
i.e. the process corresponding to the lowest order Feynman diagram possible, which in case of
tt̄-production can be seen in Fig. 2.6. Every additional leg or loop to the diagram means the
incorporation of a higher order correction as depicted in Fig. 2.7. Including higher orders, the
theoretical prescription of the experimental data increases in precision but also in difficulty. Using
this Feynman amplitude the differential cross section of the process of interest can be calculated,
which is then used as probability distribution in the phase space of the particles associated to this
process. The phase space is spanned by all degrees of freedom of the process of interest, usually
given by kinematic and angular quantities of the emanating particles. With a scan through the
phase space a multitude of so-called candidate events is created, each defined by the choice of the
free parameters. The differential cross section of a specific candidate event, typically referred to as
event weight, is directly related to the probability for this event to occur. Averaging over the event
weights of all candidate events of a process gives an approximation of the total cross section.

The parton shower describes the radiation of additional gluons from initial and final state par-
tons, referred to initial state radiation (ISR) and final state radiation (FSR), respectively. Both
mechanisms add extra partons to the process, in case of initial state radiation mainly in forward
direction close to incoming protons. Another source of initial or final state radiation to be taken
into account is bremsstrahlung from accelerated electromagnetically charged particles involved or
produced in the collision.

Due to the principle of asymptotic freedom, partons can be thought of as freely moving particles
at short distances. Because of the non-abelian nature of the associated gauge theory, αs increases
at low momentum scales (cf. Sec. 2.1.2), leading to a break down of perturbative QCD for ener-
gies of the order ΛQCD. Therefore, parton showers can only be used down to a cut-off energy of
O(1 GeV). If the energy scale further decreases with larger distances, confinement forces coloured
partons to build colourless bound states. The formation of colourless hadrons from coloured par-
ticles cannot be described perturbatively anymore, thus phenomenological QCD-inspired models
have to be used instead in order to characterise the hadronisation process. A common approach
are the so-called string models [114], in which a separate colour field is assumed to be stretched
between each colour and its matching anticolour. When a colour-anticolour pair is moving apart,
the energy stored in the colour field in between grows until at some point it becomes energetically
more favourable to produce new particles than further move away from each other, thus the field
lines (“strings”) can break up by the production of new quark-antiquark pairs that screen the end-
point colours. Then, these newly emerged colour charges combine with other coloured particles
in their neighbourhood in order to produce colour neutral hadrons, resulting in cone-shaped bun-
dles of uncoloured particles, so-called jets. In order to stay reasonably predictive when dealing
with soft, non-perturbative QCD effects, additional parameters have to be introduced whose opti-
mal values can be only determined by comparison to data, referred to as tuning of a Monte Carlo
generator.

Complementary, cluster models [115] have been invented which employ an intermediate stage
in the parton shower, namely the clustering of partons in groups of colourless objects. Here the
hadronisation follows a confined colour flow where gluons are considered as a simple sum of a
colour and an anticolour, and all colours distinguishable from each other. The clusters then decay
according to their available phase space thus making free tuning parameters obsolete. Many of

(1) Of course, other non-strong processes can happen, for example mediated by the electroweak interaction. However,
they occur less often and are typically accompanied by higher order QCD effects.
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the hadrons created during the hadronisation process are unstable particles and decay further at
various timescales. Some of them are sufficiently long-lived so that their decays are visible in the
detector or are almost stable(2). Hence, subsequent hadron decays have to be incorporated in the
generation, whereas for sufficiently long-lived hadrons the event generator description has to be
matched to a detector simulation.

So far only processes connected to the hard scattering process have been mentioned with only
one parton from each proton participating. As the incoming protons are made up of a multitude of
partons, further parton pairs may collide within a single proton-proton collision. These so-called
multiple parton interactions will create further jets in the forward direction since the proton rem-
nants themselves carry colour and therefore hadronise, too. Within the multiple parton interactions
colour-reconnections can induce cross-talks between the hard process and the beam remnants lead-
ing to colour-space correlations which further impede a proper event simulation. Each additional
parton collision might of course be associated with initial and final state radiation as well. This
further activity not belonging to the hard interaction is referred to as underlying event, not to be
confused with pile-up. While the first describes the evolution of the proton remnants, the latter
refers to multiple proton-proton collisions within a bunch crossing (cf. Sec. 3.4). However, both
phenomena share certain analogies which makes it difficult to distinguish between them.

Merging the individual components in a consistent manner is a critical task as, for example, dou-
ble counting and mismatching of partons have to be avoided. In order to overcome these chinks.
matrix element calculations and parton showers are typically modelled separately and reunited
afterwards employing jet-parton matching algorithms. Two different approaches can be followed.
The first is the so-called CKKW matching [116, 117], where multijet matrix elements are merged
with the shower development by reweighting the matrix elements with Sudakov form factors and
vetoing shower emissions in regions of phase space already covered by the parton level configu-
rations. The second is called MLM matching [118] in which matrix element partons are matched
to parton jets. Events are rejected if there are extra jets which fail to match to the light partons
generated at the matrix elements level or if there are missing jets. Due to computational reasons, a
small amount of additional partons is usually added to the matrix element calculations. Similarly,
for the parton showers mostly just the lowest order matrix elements are implemented. However,
combining the different steps of Monte Carlo generation leads in most of the cases to a sufficiently
realistic description of a physical process benefitting from the strengths of each individual simu-
lation program. Finally, the last step of the event generation is the detector simulation in which
the detector response is modelled. The output of the detector simulation then undergoes the same
reconstruction algorithms as data and therefore can be compared to experimental measurements.

4.2. Monte Carlo event generators

In order to model signal and background processes and to evaluate systematic uncertainites,
among a multitude of Monte Carlo simulations has been chosen to suit requirements for the
respective physical process. For the generation of the hard scatter interaction the generators
POWHEG-BOX, MADGRAPH5_AMC@NLO and SHERPA are made use of. POWHEG-BOX [119,
120] performs the calculations of the matrix elements (ME) at next-to-leading order (NLO) and
matches them to the particle shower (PS) simulation of MC shower generator according to the
POWHEG method [121, 122]. MADGRAPH5_AMC@NLO [123] merges the features of the
MADGRAPH5 [124] generator and the AMC@NLO [125] tool. The first allows for event gener-
ation of any physical model that can be written in form of a Lagrangian, whereas the latter facil-
itates merging NLO matrix element calculations with parton shower simulations. SHERPA [126]

(2) A particle is considered stable if cτ ≥ 1 cm.
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is a general-purpose event generator which allows for matrix element calculations of multi-parton
processes up to NLO. In addition, also the simulation of the parton shower, the underlying event
(UE) and the hadronisation is performed by SHERPA, as well as the merging of NLO matrix ele-
ment calculations with parton shower. Another tool for simulating a large range of collider physics
processes is the PYTHIA [127, 128] generator. It is used as an interface to hard scatter generators,
except SHERPA, to model parton shower, underlying event and hadronisation. The latest version
8 of the PYTHIA generator is a rewrite in C++ of the previous version which are based on Fortran
and still used provided they have a well developed tuning. HERWIG++ [129, 130] is additionally
used for the evaluation of systematic uncertainites as an alternative generator for the parton shower
simulation. The properties of heavy flavour decays, particularly important to this analysis, have
been simulated with EVTGEN [131], except for processes modelled using SHERPA. In all samples
the top quark mass and the Higgs boson mass is set to 172.5 GeV and 125 GeV, respectively. In
case of the explicit generation of b-quarks their mass is constrained to 4.75 GeV.

4.3. Monte Carlo simulation samples

The associated production of a top quark pair with one vector boson (tt̄Z, tt̄W ) is generated at
NLO with MADGRAPH5_AMC@NLO interfaced to PYTHIA 8 [128]. For the matrix element, the
parton distribution function (PDF) is set to NNPDF3.0NLO [132]. The A14 tune [133] is applied
together with the NNPDF2.3LO PDF set [134, 135]. The production of tt̄ in association with two
W bosons (tt̄WW ) is simulated the same way but only with LO matrix element calculations.

The t-channel production of a single top quark in association with a Z boson (tZ) is generated
and normalised at leading order (LO) using MADGRAPH5_AMC@NLO and PYTHIA 6 [127]
with the CTEQ6L1 PDF set [136] and the PERUGIA2012 tune [137, 138].

For the Wt-channel production of a single top quark in association with a Z boson (tWZ),
instead of PYTHIA 6 its successor PYTHIA 8 is used, together with the NNPDF2.3LO PDF set
and the A14 tune. The matrix element is calculated at NLO. In order to remove the overlap and
interferences with tt̄Z and with tt̄ followed by a three-body decay (t→ WZb), diagram removal
(DR) [139] is applied. The tWZ sample are normalised to their NLO cross section.

Both tt̄ and single top quarks are simulated at NLO with POWHEG-BOX 2.0 and the CT10 PDF
set [140]. The parton shower, hadronisation and underlying event are simulated using PYTHIA

6 with the CTEQ6L1 PDF set and the corresponding PERUGIA2012 tune. The tt̄ samples are
normalised to their next-to-next-to-leading order (NNLO) cross section including the resummation
of soft gluon emission at next-to-next-to-logarithmic (NNLL) accuracy using TOP++2. [141]. For
the single top quark Wt-channel also diagram removal is employed.

As the joint production of tt̄ in association with a pair of b-quarks (tt̄bb̄) [142] is not well
simulated by the nominal tt̄Monte Carlo generator, an extra simulated sample is taken into account
for this specific process using the SHERPA 2.1 generator for the matrix element calculation together
with the CT10 and the LHA[CT10nlo_nf4] [143, 144] PDF sets.

The associated production of a top quark pair and a Higgs boson (tt̄H) is generated at NLO
matrix element calculations with MADGRAPH5_AMC@NLO using the NNPDF3.0NLO PDF
set. The showering is done with PYTHIA 8. As for tt̄Z/W , the A14 tune and the NNPDF2.3LO
PDF set are used.

In addition the decay of the Higgs boson into a pair of b-quarks (H → bb̄) is simulated separately
but with the same generator settings as tt̄H . The Higgs boson production via vector boson fusion
(VBF) and gluon fusion is produced with the POWHEG-BOX 2.0 generator using the CT10 PDF
set. PYTHIA 8 is used together with the CTEQ6L1 PDF set and the AZNLO [145] tune for the
parton shower, fragmentation and underlying event.
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The production of Higgs boson in association with vector bosons (V H) is generated at LO using
PYTHIA 8 with the CTEQ6L1 PDF set.

Diboson processes with only leptonic final states (llll, lllν, llνν), as well as diboson processes
with hadronic contributions (qqll, qqνν, qqlν, ggllll, ggllνν(3)) are generated with the SHERPA

2.2.1 generator using the NNPDF3.0NLO PDF set and normalised to the NNLO cross section.
The matrix elements are calculated for up to two additional partons at LO as well as at NLO and
merged afterwards with the SHERPA parton shower using the ME+PS@NLO prescription [146].

The production of three masive vector bosons with subsequent leptonic decays is modelled at
LO with the SHERPA 2.1 generator using the CT10 PDF set. By means of the the COMIX [147]
and OPENLOOP [148] matrix element generators, at LO either two or three additional partons are
included, whereas at NLO only one additional parton is considered in the first case and none in
the second case.

Events containing Z or W bosons associated with jets (Z/W+jets) are simulated with the
SHERPA 2.2.1 generator using the NNPDF3.0NLO PDF set. The samples are normalised to the
NNLO cross section. For both processes the matrix elements are calculated up to two additional
partons at LO and up to three partons at NLO.

The production of four top quarks is generated with MADGRAPH5_AMC@NLO at LO, using
the A14 tune together with the NNPDF2.3LO PDF set.

Theoretical systematics have been estimated for tt̄ regarding the hard scattering process, the
hadronisation behaviour and additional radiation. The latter has been investigated with two Monte
Carlo samples both generated with POWHEG-BOX 2.0, where a different shower radiation be-
haviour has been simulated using the PERUGIA2012 radHi and radLo tune, respectively.

As for the nominal tt̄ sample, the hadronisation and underlying event has been modelled using
PYTHIA 6 with the CTEQ6L1 PDF set and the corresponding PERUGIA2012 tune. In contrast to
the nominal tt̄ samples, the factorisation has been modified as well as the renormalisation scale
(×2 and ×0.5) and the NLO radiation scheme. Though, despite of these changes the same com-
bination of Monte Carlo generators had been used. For the hard interaction of tt̄ two Monte
Carlo samples, one using POWHEG-BOX and the other MADGRAPH5_AMC@NLO for the ma-
trix element calculation, have been chosen. In both cases the CT10 PDF set is taken for the matrix
element and CTEQ6L1 for the simulation of the showering, which is done with HERWIG++, using
the UEEE5 tune [149] together with the CTEQ6L1 PDF set.

The impact of different showering algorithms have been studied with another two Monte Carlo
samples. The hard interaction is modelled with POWHEG-BOX each time, whereas the hadroni-
sation is modelled with either PYTHIA 6 or HERWIG++. More precisely, two different hadroni-
sation models are compared, namely the Lund string model [114, 150] implemented in PYTHIA

6 and the cluster fragmentation model [115] used in HERWIG++. As PDF set the HERWIG++
sample uses the CT10 PDF set for the matrix element calculation and CTEQ6L1 for the shower
modelling. Therefore, not only the hadronisation model is different which makes it much more
difficult to directly compare the hadronisation models. Additionally, the UEEE5 tune together
with the CTEQ6L1 PDF set is applied. On the contrary, the other sample goes with the CTEQ6L1
PDF set for the hard scatterig process and the PERUGIA2012 tune. In fact, the latter sample is the
nominal tt̄ sample used in this analysis.

Another feature which was taken into account is the difference between diagram removal and
diagram subtraction [151] (DS) procedure applied in the Wt-channel of single top quark events.
These samples share all other generator characteristics as those with diagram removal.

A summary of the basic parameters of the Monte Carlo datasets, nominal as well as systematic
samples, is shown in Tab. 4.1. To account for additional proton-proton interactions from the

(3) qq, ll and νν can either stem from a Z or a W boson
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same or close-by bunch crossing, a set of minimum-bias pile-up events, simulated with PYTHIA

8 and the MSTW2008LO PDF set [61], is superimposed to the hard scattering processes. In
order to match the pile-up profile measured in data, the distribution of simulated pile-up events is
reweighted.

4.4. Preprocessing and normalisation of simulated events

After the Monte Carlo generation step all events are passed through a full simulation of their
interaction with all components of the ATLAS detector [153] using GEANT4 [154]. Then, the
simulated signatures are evaluated with the ATLAS digitisation software in order to emulate the
respective detector response to impinging stable particles combined with an estimate of the detec-
tor noise [153]. Afterwards, the same reconstruction and pattern recognition procedure is applied
on the Monte Carlo datasets as for real data in order to make them comparable [155, 156].

The simulated events are corrected such that the object identification, reconstruction and trig-
ger efficiencies, energy scales and energy resolutions match those determined from data control
samples. Since a full simulation of the detector response is very intensive in computing power
and time, alternatively fast simulation approaches can be used if a large amount of simulated data
statistics is required [153]. Therefore, the commonly used ATLFAST-II simulation directly sim-
ulates the input of the reconstruction software, using both a simplified description of the detector
geometry and a simplified shower parametrisation for the calorimeters [157]. However, to stay
on a reasonably high level of accuracy, the option to perform a full simulation with GEANT4 for
any subdetector system is still provided, albeit with a small performance degradation in terms of
physics description. Within this analysis only fully simulated Monte Carlo datasets have been
used.

Events from Monte Carlo simulation which pass all selection criteria have to be normalised
to the integrated luminosity

(∫
L dt

)
data

of the recorded data considered for an analysis. The
normalisation can be described by a scaling factor flumi , defined as

flumi = k · εfilter ·
(∫
L dt

)
data
· σMC

NMC
, (4.2)

where the k-factor k accounts for higher order corrections on the process cross section or other
correction factors evaluated after the event simulation and σMC represents the cross section with
what the respective process has been produced. The filter efficienciy εfilter is a scaling factor in
order to properly reflect the selection rate of a events from a filtered sample. Filters are used
already on generator level to enhance the statistics of Monte Carlo datasets by selecting specific
decay topologies at the level of event simulation, either by the selection of explicit decay channels
of a particular physics process or by the limitation of the generated phase space. The latter is
a common procedure within many analyses related to physics beyond the Standard Model, e.g.
Supersymmetry, as such signals are predicted to lie within particular regions of phase space. This
reduces the amount of resources spent on the subsequent computing intensive detector simulation
and particle reconstruction. The number of Monte Carlo events NMC is calculated during the
actual analysis when no event selection has been applied yet, including the generator specific per
event Monte Carlo weight.

4.5. Data recorded by ATLAS

For this analysis solely Monte Carlo generated events are used, scaled to the luminosity of the data
from proton-proton beam collisions with a bunch spacing of 25 ns at a centre-of-mass energy of
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13 TeV, recorded with the ATLAS detector at the LHC in 2015 and 2016, is used. During the data
recording the instantaneous luminosity had been steadily increased peaking at 5 · 1033 cm−2 s−1 in
2015 and 13.8 · 1033 cm−2 s−1 for 2016 data. As a consequence, the mean number of interactions
per bunch crossing ascends for 2015 with respect to 2016 (cf. Fig. 3.10). Only data passing
certain data quality requirements(4) is used corresponding to an integrated luminosity of 3.2 fb−1

and 32.9 fb−1 for the 2015 and 2016 data recording periods, respectively. These values sum up to
a combined integrated luminosity of 36.1 fb−1 for the full dataset from 2015 and 2016 suited for
this analysis [110].

(4) The so-called good run lists (GRL) used can be found in [158] and [159] for the 2015 and 2016 data taking period,
respectively.
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Sample Generator ME PDF Shower Normalisation σ [pb]

tt̄Z AMC@NLO NNPDF3.0 @NLO PYTHIA 8 NLO 0.8783

tt̄W AMC@NLO NNPDF3.0 @NLO PYTHIA 8 NLO 0.6008
tt̄WW MADGRAPH NNPDF3.0 @LO PYTHIA 8 NLO 0.0099
tZ MADGRAPH CTEQ6L1 @LO PYTHIA 6 LO 0.2401
tWZ AMC@NLO NNPDF2.3 @NLO PYTHIA 8 NLO 0.0156
tt̄ POWHEG CT10 @NLO PYTHIA 6 NNLO+NNLL 831.1145
tt̄bb̄ SHERPA 2.1 CT10 @NLO SHERPA NLO 0.3151
t (Wt) (DR) POWHEG CT10 @NLO PYTHIA 6 aNNLO 71.6699
t (s-channel) POWHEG CT10 @NLO PYTHIA 6 aNNLO 3.3499
t (t-channel) POWHEG CT10 @NLO PYTHIA 6 aNNLO 70.4280
4t MADGRAPH NNPDF2.3 @LO PYTHIA 8 NLO 0.0092
tt̄H AMC@NLO NNPDF3.0 @NLO PYTHIA 8 NLO 0.5065
V H EVTGEN CTEQ6L1 @LO PYTHIA 8 NNLO 2.2496
VBF H POWHEG CT10 @NLO PYTHIA 8 NNLO 3.7480
gg → H POWHEG CT10 @NLO PYTHIA 8 NNLO 43.9200
W+jets SHERPA 2.2.1 NNPDF3.0 @NLO SHERPA NNLO 59 676.4694
Z+jets SHERPA 2.2.1 NNPDF3.0 @NLO SHERPA NNLO 17 506.0349
Diboson SHERPA 2.2.1 NNPDF3.0 @NLO SHERPA NNLO 187.7751
Triboson SHERPA 2.1 CT10 @LO SHERPA LO 0.0151

tt̄ radHi POWHEG CT10 @NLO PYTHIA 6 NNLO+NNLL 831.7534
tt̄ radLo POWHEG CT10 @NLO PYTHIA 6 NNLO+NNLL 831.7510
tt̄ AMC@NLO CT10 @NLO HERWIG++ NLO 831.7529
tt̄ POWHEG CT10 @NLO HERWIG++ NNLO+NNLL 831.0250
t (Wt) (DS) POWHEG CT10 @NLO PYTHIA 6 aNNLO 68.2370

Tab. 4.1.: A summary of the Monte Carlo datasets used in this analysis together with their basic
generator parameters. The generator type for the hard interaction and the PDF set are
listed for each process, as well as the showering algorithm and the order to which the
samples are normalised. The cross sections σ depicted in the last column are given
in picobarns. If no further specification is made, for all samples except those pro-
duced with SHERPA on top of the matrix element calculation EVTGEN has been used to
model heavy flavour decays. For the samples generated with SHERPA a dedicated parton
shower tuning developed by the SHERPA authors is applied. The Monte Carlo samples
for single top production are normalised to approximate NNLO (aNNLO) [152].
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5. Physics objects

The Monte Carlo simulations as well as the raw data kept in permanent storage are subjected to
various reconstruction procedures translating the signals from either the detector simulation or the
detector itself into physical objects. This analysis considers the tt̄Z 1-lepton final state which
includes electrons, muons, (b-tagged) jets and the presence of missing transverse energy. The
physics object definitions follow the official ATLAS recommendations whereof the main recon-
struction and identification criteria applied for each object is given below. Since, for simplicity,
τ -leptons are not dedicated considered but only picked by chance through their decays products,
they will not be separately mentioned. In Fig. 5.1 the signatures of different particles which very
likely show up in high-energy collisions of hadrons are schematically sketched for a sector of the
ATLAS detector.

Fig. 5.1.: Schematic view of the signatures of different particles for a sector of the ATLAS detec-
tor [160].

5.1. Primary vertex

As mentioned in Sec. 3.3.3, trajectories of charged particles are reconstructed as tracks in the inner
detector using spatial measurements of the different subdetector systems and the magnetic field
of the central solenoid [108, 161, 162]. In the pixel detector and the first layer of the silicon strip
tracker seed hits are identified, which point to the interaction region. The seeds are then extended
outwards throughout the layers of the semiconductor tracker and the transition radiation tracker
to form an entirely reconstructed track by iteratively fitting the hits and applying a set of quality
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criteria. In addition, tracks are reconstructed by extrapolation of unused track segments in the
transition radiation tracker inwards to the semiconductor tracker and the pixel detector. Similarly
to this, tracks of charged particles not identified in both the inner detector and the calorimeter
system are reconstructed in the muon spectrometer [162, 163].

Vertices of particle decays which are compatible with originating from the hard scatter interac-
tion, are referred to as primary vertices. They are reconstructed with iterative vertex fitting and
finding algorithms [108, 164]. First, a vertex seed candidate is selected according to the recon-
structed tracks originating from the nominal interaction point. Then, the vertex position is fitted
with the position of the seed and its associated tracks. Tracks which are incompatible with this
vertex are used as seeds for new vertices until no further tracks are present in the event.

The full reconstruction of all physical objects used in this analysis requires the identification
of the hard scatter interactions they originate from, i.e. the primary vertices. Events must have
at least one primary vertex which is associated to two or more reconstructed tracks in the inner
detector. Tracks not considered for the vertex reconstruction have to fulfil further requirements
as a transverse momentum of at least 400 MeV and |η| < 2.5 plus further criteria on the number
of hits in the inner detector. If more than one primary vertex has been reconstructed in a given
event, the one with the highest sum of squared transverse momenta

∑
p2

t of the associated tracks
is chosen as nominal interaction point for the subsequent reconstruction of physical objects in the
event.

5.2. Electrons

Electron candidates [165] are reconstructed from isolated energy deposits (clusters) in the electro-
magnetic calorimeter which can be associated to a track of a charged particle in the inner detector.
The associated calorimeter cluster energy is calibrated using Monte Carlo simulation based on
multivariate analysis techniques. Furthermore, uniformity corrections are applied to data in or-
der to equalise the response of the longitudinal layers of the electromagnetic calorimeter between
data and Monte Carlo simulations, whose residual disagreements are corrected with in-situ energy
scale measurements in Z → e+e− events. The four-momenta of the electrons are reconstructed
with the energy of the calibrated clusters, whereas the angular information is taken from the track
in the innder detector which best matches the selected cluster [166, 167].

Energy clusters in the electromagnetic calorimeter are reconstructed with the “sliding window”
clustering algorithm [168] which first searches for a local maximum of deposited energy above
a threshold of ET > 2.GeV by systematically scanning the electromagnetic calorimeter with a
sliding window of size 3×5 in units of calorimeter cells in the η-φ-plane. The cell size corresponds
to the granularity of the electromagnetic calorimeter middle layer, which is ∆η ×∆φ = 0.025×
0.025. The actual clusters are then formed out of these seed clusters where double counting of
calorimeter cells has to be avoided. Afterwards, the reconstructed cluster is matched to a track
wherefore a minimum number of hits in the inner detector layers is required [168]. In order to
discriminate from pions, a pattern recognition algorithm has been applied before which models
the energy loss of pions to either confirm or to discard the pion hypothesis [166].

Electron candidates are further required to have their associated tracks to be compatible with
the primary vertex in the event in order to ensure their relation to the hard scattering process and to
reduce contributions from background processes as photon conversion to an electron-positron pair
or secondary vertex decays. Several conditions are applied to the longitudinal (z0) and transverse
(d0) impact parameter(1), reflecting the closest separation of the track to the primary vertex in

(1) The impact parameter is defined as the perpendicular distance between the primary vertex and a track associated to
a secondary vertex.
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the respective direction. Electrons are required to satisfy |z0 sin θ| < 0.5 mm and |d0|/σd0 < 5,
where σd0 represents the estimated uncertainty on d0 [166].

In order to further discriminate electron candidates from backgrounds from non-prompt lep-
tons(2) or misidentified leptons from multijet production, they have to pass additional identifica-
tion criteria. For this purpose, a likelihood-based method utilising multivariate analysis techniques
is used, which simultaneously exploits several properties of the reconstructed object at once, re-
lated to the shape of the electromagnetic showers, tracking and the track-to-cluster matching. Out
of these input variables signal and background probability densities PS/B are built, from which
likelihood functions LS/B and a discriminant dL are constructed:

dL =
LS

LS + LB
(5.1a)

LS/B =

n∏
i=1

PS/B,i(xi) (5.1b)

The xi denote the values of the input variables which serve as arguments for the probability density
functions PS/B,i of the n input variables to the likelihood discriminants. Thus, three working
points with increasing requirements on the likelihood-based identification criteria can be defined,
namely LooseLH, MediumLH and TightLH, which correspond to a selection efficiency of 95 %,
90 % and 80 % for an electron withET ≈ 40 GeV, respectively. As the shower shapes of electrons
vary with pseudorapidity and energy, the identification working points are optimised in different η
and ET-bins, thus leading to slightly differing values [165, 167].

The contamination with leptons originating from hadron decays is further suppressed by re-
quiring reconstructed leptons to be isolated from other particles in their close proximity. This
is achieved by satisfying requirements on dedicated isolation variables which are based on track
momenta and calorimeter energy deposits in defined distances of ∆R around the lepton, exclud-
ing contributions from the lepton itself and correcting for effects from pile-up and underlying
event [163, 166].

For this analysis only electron candidates with a transverse energy of ET > 25 GeV or
ET > 27 GeV are selected, depending on the object definition of the 2015 and 2016 data tak-
ing period, respectively. Furthermore, the electron candidates have to lie within |η| < 2.47 where
the transition region between the barrel and the end-cap electromagnetic calorimeters (“crack re-
gion”) is excluded. To further reduce backgrounds from jet misidentification, electron candidates
have to fulfil the TightLH requirements. For the isolation the criteria defined by the Gradient iso-
lation selection have to be met, which employs gradually increasing requirements depending on
the transverse momentum of the lepton [163].

5.3. Muons

Muon candidates [163] are reconstructed from the information of the inner detector and the muon
spectrometer, complemented with the measurements in the calorimeter system although muons
are minimally inionising particles. The track reconstruction in the inner detector is performed as
it is done for electrons. In the muon spectrometer, hit patterns are searched for in each muon
chamber separately. Within the monitored drift tubes segments are formed fitting a straight line
to the detected hits which yields particle trajectories in the bending plane. Complementary, the
trajectory parts in the orthogonal plane are determined in the resistive plate chambers and the thin
gap chambers, respectively. In the cathode strip chambers a separate combinatoric algorithm is

(2) Leptons not associated to the primary vertex in a given event.
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applied to build segments. After all found segments are fit together resulting in a muon track, an
overlap removal procedure is applied preventing the usage of one segment for more than one track
candidate. According to the separate reconstruction approach that has been applied in the subde-
tector systems muon candidates are categorised into four different types. If a track can be fully
reconstructed in both the inner detector and the muon spectrometer, so-called combined muons
are formed by globally refitting a track to hits in both subdetectors. Most of the muons are first
reconstructed in the muon spectrometer and then extrapolated to a track in the inner detector, while
the inverted case only amounts to a small fraction of the combined muons. If a muon candidate
leaves a signature in the muon spectrometer which is insufficient for a full reconstruction therein,
it can be reconstructed as a segment-tagged muon by extrapolating a track in the inner detector to
the muon spectrometer, where at least one local segment in either the monitored drift tubes or the
cathode strip chambers must be present. Another attempt is to match tracks in the inner detector to
energy deposits in the calorimeter system which are in agreement with those of minimally ionis-
ing particles. Although such calorimeter-tagged muons have less purity, they emerge to be useful
as they compensate for decreased acceptance in regions not covered by the muon spectrometer.
Eventually, the fourth type of muon candidates is the so-called extrapolated muon, which are only
based on a fully reconstructed track in the muon spectrometer the matching to a track in the inner
detector has less priority. However, in this case muon candidates are required to pass at least two
(three) layers of monitored drift tubes in the barrel (end-cap) region of the detector. In order to
prevent an overlap of these different muon types, a type hierarchy is established. If a reconstructed
track fulfils the requirements of two categories, priority is first given to combined muons, followed
by segment-tagged and calorimeter-tagged muons. If an overlap with extrapolated muons occurs,
the reconstruction providing the better fit quality and larger number of hits is selected [163].

The muon momentum is calibrated to correct for discrepancies between data and Monte Carlo
simulation. Therefore, calibration constants related to the momentum scale and resolution in both
the inner detector and the muon spectrometer are obtained from data using a binned maximum-
likelihood fit with templates derived from simulation, comparing dimuon invariant mass distri-
butions in Z → µ+µ− and J/Ψ → µ+µ− events from data and Monte Carlo simulations. The
corrected transverse momentum of the muons is then evaluated by combining the weighted average
of the corrected momenta from both subdetectors and thus used to derive momentum corrections
which are dependent on both the transverse momentum and the pseudorapidity of the muons [163].

The main background for muon identification stems from decaying pions and kaons. This back-
ground is suppressed by imposing quality requirements on the muon candidates in order to target
only muon candidates from hard scatter interactions. Since a hadron decay would yield a kink
in the track topology and the measured momenta in the inner detector and the muon spectrom-
eter would differ significantly, the most important discriminants for combined muons are the fit
quality and the difference of transverse momenta measured in the inner detector and the muon
spectrometer. Therefore, three variables are used as measures for these properties. The first vari-
able is the ratio of the charge and the momentum measured in both the inner detector and the
muon spectrometer, respectively, divided by the uncertainties on these measurements. As second
variable the absolute value of the difference between the momenta measured in the inner detec-
tor and the muon spectrometer is taken. The third distinctive feature is the normalised χ2 of the
combined track fitting procedure. According to cuts on these requirements, muon candidates can
be defined as Loose, Medium, Tight and high-pT with increasing stringency on the criteria, which
correspond to selection efficiencies of 97 % (98 %), 95 % (96 %), 78 % (80 %) and 90 % (92 %)
for muons with pT < 20 GeV (20 < pT < 100 GeV), respectively. The fourth working point, the
so-called high-pT regime has been defined in order to provide a selection that allows for a good
resolution for the momentum measurement at high transverse momenta (pT > 100 GeV), at cost
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of a smaller selection efficiency [163].
For this analysis only combined muons within a pseudorapidity of |η| < 2.5 are taken into

account. As for electrons, the requirement on the transverse momentum is dependent on the ap-
plied triggers, namely pT > 25 GeV and pT > 27 GeV for the 2015 and 2016 data taking period,
respectively. To reduce the contamination with muons originating from hadron decays, all se-
lected muons have to fulfil Medium quality criteria. The isolation criteria to be met are those of
the Gradient isolation selection and are thus the same as for electrons. To ensure their associ-
ation to the primary vertex of the event, muon candidates are required ot satisfy |d0|/σd0 < 3
and |z0 sin θ| < 0.5 mm. In addition, cosmic muons(3) are vetoed, i.e. muon candidates with
|z0| > 1 mm and |d0| > 0.22 mm are discarded [163].

5.4. Jets

Colour-charged particles as quarks and gluons cannot be detected individually as confinement
forces them to form colourless bound states leading to cone-shaped showers of uncoloured parti-
cles, the jets, via hadronisation. When interacting with the detector material, they manifest them-
selves as distinct decay cascades in the hadronic calorimeters.

For the jet reconstruction several methods have been developed which can be separated into
two classes. The first and more intuitive approach is an iterative procedure starting with a cone
of a defined radius R around an energy deposit above a given threshold [169–171]. After cal-
culating the sum of the momenta of all cone constituents, the resulting direction is taken as the
centre of the next cone in the iteration, until all stable cones around the initial energy deposit are
found and combined to one single jet. However, these techniques are found to be infrared and
collinear unsafe, i.e. jets containing particles with a lower momentum or particles close to each
other and pointing in the same direction are not correctly identified, thus spoiling the accuracy of
the so-called cone algorithms. In order to overcome these chinks, the second class of jet recon-
struction algorithms has been developed called sequential recombination algorithms [172], which
reconstruct jets by iteratively recombing the jet constituents until the remaining objects are too far
away from each other. Thus, the defining parameter is the distance between the particles, which is
specifed in the plane spanned by the azimuthal angle φ and the rapidity y:

d2
ij = min

(
k2p
t,i , k

2p
t,j

)
(

∆y2
ij + ∆φ2

ij

)
R2

 (5.2)

The kt,i/j denote the transverse momenta of the jet constituents i and j, respectively, while the
distance parameter R has to be given to the algorithm and defines the width of the reconstructed
jets. The parameter p can be freely chosen resulting in different recombination sequences for each
value of p. The choice of p = 1 corresponds to the kt algorithm [173, 174] which is hierarchi-
cal in relative kt, and p = 0 is used for the Cambridge-Aachen algorithm [175, 176] which is
hierarchical in the angle what makes it useful to distinguish jet substructures. However, the most
common choice is p = −1 corresponding to the so-called anti-kt algorithm. It has the advantage
of being both collinear and infrared (ICR) safe [177] and also very fast in computing time. In
contrast to Cambridge-Aachen and the kt algorithm, it also provides jets with a circular profile
since soft particles are recombined with hard particles before being recombined with other soft
particles [178].

(3) Muons generated by cosmic rays hitting the atmosphere and whose tracks generally do not cross the nominal inter-
action point.
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Due to these outstanding benefits in ATLAS the anti-kt algorithm is used by default with a dis-
tance parameter of R = 0.4. As input to the jet reconstruction algorithm serve topological energy
clusters [179] which are reconstructed by collecting calorimeter cells in three dimensions around
an initially selected seed cell which is required to have a significant signal-to-noise ratio [162,
180]. Cells directly adjacent to the seed are collected in the cluster, and two additional layers of
neighbouring cells with a slightly reduced signal-to-noise ratio threshold are added. Afterwards,
a splitting algorithm searches for local maxima and splits the cluster if more than one local max-
imum has been found. Jets which are within the acceptance of the inner detector are associated
to tracks according to the ghost association procedure [180, 181]. These tracks are assigned with
infinitesimal momentum and included in the clustering sequence of the anti-kt algorithm [178],
allowing for an unique association of tracks to the respective jets without altering its reconstructed
momentum.

In order to account for the difference in detector performance for electromagnetically and
hadronically particles, the measurements of the energy deposits are calibrated for each cell to the
energy scale of the electromagnetic calorimeter, called local cell reweighting [179]. Furthermore,
jet energy scale (JES) calibration [180, 182] is applied. This procedure includes the correction
of the jet four-momentum to make it point to the identified primary vertex which does not af-
fect the energy of the jet. In addition, corrections which account for pile-up effects have to be
done. To correct for the detector response in different η-regions and within different calorime-
ter technologies, a pT- and η-dependent calibration, derived from Monte Carlo simulations, are
applied. To reduce the dependence of the jet energy measurement on the directional structure of
the jets, further corrections have to be applied, as well as corrections for jets which are not fully
contained in the calorimeter. The global sequential correction (GSC) [183] is designed to reduce
the jet response dependence on the flavour of the parton which initiated the jet, by using global
jet properties as the portion of measured jet energies in particular parts of the calorimeter or track
multiplicities. Finally, in situ corrections account for differences in the measurement of the jet
transverse momentum between data and Monte Carlo simulation. Such differences can originate
from limitations in the simulation of the underlying event, physics of jet formation, pile-up activ-
ity, the physics of electromagnetic and hadronic interactions in the detector, and the description
of the detector material. The corrections are calculated using γ/Z+jets and multijet events in data
and Monte Carlo simulations [184–186].

A common procedure is the categorisation of jets according to their flavour, i.e. the flavour of
the parton the jets originate from. Hence, jet flavour distinguishes between b-quarks, c-quarks and
light quarks, referring to u, d, s-quarks, and gluons.

The contamination with jets arising from pile-up is mitigated using the jet vertex tagger (JVT)
discriminant [187]. The jet vertex tagger algorithm performs a two-dimensional likelihood evalu-
ation employing variables targeting the association of non-pile-up jet tracks to the primary ver-
tex, based on information from the calorimeter system and the inner detector. For jets with
pT < 60 GeV and |η| < 2.4 the resulting JVT output is requried to be larger than 0.59 [187]. In or-
der to correct for discrepancies between data and Monte Carlo simulation, momentum-dependent
efficiency corrections on the JVT selection, evaluated in Z+jets events measuring the number of
jets passing the JVT criterion, are applied. Further suppression of jets stemming from background
processes such as showers from cosmic rays, calorimeter noise or beam-induced secondary cas-
cades, additional criteria have to be fulfilled by the jet candidates [188].

Besides the criteria just mentioned, in this analysis only jets with pT > 25 GeV and |η| < 2.5
are considered.
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5.5. Flavour tagging

Hadrons which consist of at least of one b-quarks are referred to as B-hadrons. Jets containing
such B-hadrons, so-called b-jets, can be tagged by taking advantage of the distinct properties of
B-hadrons, therefore simplifying the discrimination from hadrons with a lighter quark content.
The relatively high mass of B-hadrons results in large transverse momenta of the decay products
with respect to the jet axis, thus leading to a large angular distance between them. In addition,
the B-hadron keeps a large fraction of the momentum of the original b-quark. As the decay of
a b-quark into a top quark is kinematically forbidden and as the decay into a quark of the first
or second generation highly suppressed, B-hadrons exhibit a relatively long lifetime compared to
hadrons consisting of light quarks, resulting in travelling lengths in the detector of several mil-
limetres for sufficiently high momenta. This leads to distinct secondary decay vertices which can
be reconstructed separately from the primary vertex of the hard scattering. Therefore, several al-
gorithms are used in ATLAS to target the different properties of b-quark decays and are afterwards
combined into a multivariate b-tagging evaluation [189].

In this analysis, b-jets are identified using the MV2c10 algorithm [189] which is based on a
boosted decision tree (cf. Sec. 7.1) using the output weights of the IP3D [189] and SV1 [190]
algorithms as well as of JetFitter [191]. While IP3D is an impact parameter algorithm, with the
SV1 algorithm secondary vertices are determined. Thus, both algorithms make use of the long
lifetime of B-hadrons. JetFitter serves for the reconstruction of the full B-hadron decay chain
exploiting the topological structure of weak b- and c-hadrons decays inside the jet [189]. A cut
on the MV2c10 output at 0.6459 has been applied corresponding to a b-jet selection efficiency of
77 % as determined in simulated tt̄ events. The related factors for the rejection of charm- and light-
flavoured jets are then 6 and 134, respectively, meaning that only 1 out of 6 (134) c-jets (light jets
and gluons) is misidentified as a b-jet. The rejection for τ -leptons has a value of 22 [189]. These
numbers correspond to an efficiency of 83 % for c-jet rejection, 99 % for light jet rejection and
95 % for the rejection of τ -leptons, respectively. The b-tagging procedure has been applied to all
jets satisfying the requirements stated in Sec. 5.4.

To account for small descrepancies between the b-tagging performance in data and Monte Carlo
simulations, simulated events selected by b-jet identification are calibrated according to their jet
flavour with scale factors dependent on the transverse momentum and the pseudorapidity of the
jets. Therefore, b-tagging scale factors for b-jets are determined in tt̄ events [192], while for c-
jets the number of reconstructed D∗+ decays within jets is compared before and after appliying
the tagging requirements [193]. Finally, the misidentification efficiency of light jets is evaluated
in dijet samples using a negative tag method. As B-hadrons exhibit a large branching fraction
to leptons, it is particularly important to apply overlap removal techniques wiping off these soft
leptons (cf. Sec. 5.7) in order to avoid double counting.

5.6. Missing transverse energy

The momenta of incoming particles within a proton-proton collision at the ATLAS experiment
are almost entirely aligned in z-direction. Protons are no elementary particles but made up of
numerous partons, therefore momentum conservation can only be applied in the transverse plane
assuming that before the collision the momenta of the proton constituents are negligibly small
perpendicular to their movement.

The missing transverse momentum pmiss
T is defined as the negative vector sum of all selected,
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reconstructed and calibrated objects in an event,

pmiss
T := −

Nobjects∑
i=1

~pT,i (5.3)

with its magnitude denoted as the more familiar missing transverse energy Emiss
T [182, 194, 195].

Transverse momentum measurements which cannot be associated to a fully reconstructed object,
including tracks originating from the primary vertex and calorimeter clusters, are used to form
so-called soft term contributions. These are either derived from energy deposits in the calorimeter
or as track-based soft terms (TST) from track measurements in the inner detector, where the latter
provides a better performance under the Run 2 pile-up conditions. The resolution of missing trans-
verse momentum reconstruction can be further improved by using the jet vertex tagging technique
which associates tracks from jets to primary vertices, thus enabling the removal of pile-up jets.

Stable particles which hardly interact with matter, so-called weakly interacting particles, tra-
verse the detector without leaving significant signatures. Hence, they cannot be reconstructed by
direct measurements. However, the kinematic properties of weakly interacting particles can be
quantified exploiting momentum conservation in the transverse plane of the detector. If in a given
event no such particle appears, the total momentum of the outgoing particle will be zero in the
transverse plane. Consequently, weakly interacting particles manifest themselves as an imbalance
of visible momenta in the transverse plane which is reconstructed as missing transverse energy.
Additionally, the azimuthal angle φmiss specifies its angular position in the transverse plane. With
only one weakly interacting particle the event is still fully kinematically reconstructable despite
the z-component of the missing transverse momentum. Though, if more than one weakly interact-
ing particle appears in the event, it is not possible to distinguish them anymore as their momentum
vectors are added up resulting in an completely new momentum vector. In this case other highly
sophisticated techniques have to be used. In the Standard Model, the only particles that can cause
missing transverse energy are neutrinos, but extended theories like SUSY predict additional parti-
cles which are invisible to the detector.

5.7. Overlap removal

At the ATLAS detector, for the reconstruction of different physical objects, e.g. jets, electrons
and muons, specialised algorithms for each object type are used. Since the various algorithms
rely on shared information from the various subdetectors, one actual physics object might be
reconstructed multiple times as a different kind. In order to avoid double counting of a single final
state object, like e.g. an isolated electrons being reconstructed both as electron and as a jet with
the requirements above, a procedure called overlap removal [196] is applied. If two reconstructed
objects lie to close to each other, one is removed whereas the other is kept, measured by the
distance in the η-φ-plane which is defined by ∆R =

√
∆η2 + ∆φ2.

Firstly, electron candidates sharing a track in the inner detector with muon candidates are re-
moved. To prevent double counting of electron energy deposits as jets, the closest jet within a
distance of ∆R < 0.2 to a reconstructed electron is removed. In contrast, if the distance between
the nearest jet and the electron candidate is 0.2 < ∆R < 0.4, the electron is discarded to en-
sure it is sufficiently separated from the nearby jet activity. To reduce the background from heavy
flavour decays inside jets, muon candidates are removed if they are separated from the nearest jet
by ∆R < 0.4. However, if this jet has fewer than three associated track, the muon is kept and
the jet is dropped instead in order to avoid an inefficienciy for high-energy muons undergoing a
significant energy loss in the calorimeter system.
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In order to extract the tt̄Z 1-lepton signal process from the tremendous amount of data collected
at the LHC, dedicated selection criteria have to be applied. The purpose of these criteria is not
only to choose events of interest but also to reject background contributions. On top, the selected
events are used to reconstruct the original tt̄Z system.

6.1. Event selection

As described in Sec. 2.1.4, a top quark is assumed to exclusively decay into a W boson and a
b-quark. Hence, the tt̄Z a-lepton final state is characterised by one charged light lepton(1), one
neutrino and six jets originating from bottom or light quarks, respectively. In order to pick such
events, multiple selection criteria have been applied.

First, to garantuee data quality, only data events listed in the good run lists mentioned in Sec. 4.5
are selected ensuring a fully operational detector during the data taking. Also events in which the
liquid argon or tile calorimeters are flagged to be in error state are removed from the analysis.

Depending on the flavour of the light lepton, the events are split into two categories, the electron
and the muon channel. Only events in which either a single-electron or a single-muon trigger has
fired are selected. In this analysis, different sets of single-lepton high level triggers with different
criteria on momentum/energy and identification, used in a logical “or”-disjunction, are applied. In
Tab. 6.3 an overview of the triggers which have been applied in this analysis is given. From the
names the requirement imposed on the identification criterion can be determined as well as the
threshold above which the energy/momentum of the selected objects must lie. To be selected, the
higher the energy/momentum of leptons, the less tighter are the identification criteria they have
to fulfil and vice versa. Additionally, for both electrons and muons the triggers with the lowest
energy/momentum threshold demand dedicated isolation criteria.

To account for the high-energetic charged lepton from oneW boson decay, exactly one electron
(muon) with ET > 25 GeV (pT > 25 GeV) which has to be matched to a given trigger decision
for the data collected in 2015, and with ET > 27 GeV (pT > 27 GeV) and |η| < 2.47 (|η| < 2.5)
for data from 2016 is required. In addition, for electrons the so-called crack region (1.37 < |η| <
1.52) is excluded. Since the Z boson is assumed to decay hadronically, at least six jets with
pT > 25 GeV and |η| < 2.5 have to be reconstructed in an event. In order to suppress background
contributions from the associated production of W bosons with jets at least one jet has to be
b-tagged employing the MV2c10 b-tagging algorithm (cf. Sec. 5.5) at a working point with an
efficieny of 77 %. The background from non-prompt and falsely identified leptons is suppressed
by applying requirements in a two-stage way on the missing transverse energy and the transverse
W boson mass, defined as

mW
T :=

√
2plTE

miss
T (1− cos ∆φ) , (6.1)

where ∆φ is the angular difference between the charged lepton l and the missing transverse mo-
mentum. In the electron channel, first both requirements Emiss

T > 30 GeV and mW
T > 30 GeV

have to be fulfilled. In a second stage, the events have to satisfy the inclusive condition of hav-

(1) Because of the rather short lifetime of τ -leptons, only electrons or muons are considered in this analysis.
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ing either Emiss
T > 40 GeV or mW

T > 50 GeV. For the muon channel a single step is sufficient
requiring Emiss

T +mW
T > 60 GeV.

At this stage of the analysis no data-driven background estimation has been done. The contribu-
tion of fake and non-prompt lepton backgrounds is intended to be estimated using the data-driven
matrix method [197, 198]. The number of background events originating from the production of
W bosons in association with jets will be evaluated using both data and Monte Carlo simulation.
For the shape of this background simulations are sufficient, while the normalisation of this back-
ground is supposed to be estimated by exploiting the expected asymmetry of the charge of leptons
originating from W boson decays [199].

Process Electron channel Muon channel Combined e+ µ

tt̄Z signal 732 ± 5 771 ± 5 1503 ± 8

tt̄+jets 152655 ± 249 174828 ± 258 327469 ± 358
Single top 7049 ± 49 7774 ± 50 14823 ± 70
W+jets 14075 ± 110 18837 ± 145 32914 ± 182
Z+jets 2777 ± 47 2577 ± 31 5354 ± 56
Diboson 1249 ± 35 1387 ± 35 2635 ± 49
tt̄H 563 ± 2 595 ± 2 1158 ± 3
tt̄W 517 ± 2 562 ± 2 1079 ± 3
tt̄+bb̄ 121 ± 2 206 ± 3 326 ± 4
tZ+jets 41 ± 1 43 ± 1 84 ± 1
4t 31 ± 0 30 ± 0 61 ± 0
tt̄WW 22 ± 0 22 ± 0 44 ± 1
tWZ 15 ± 1 12 ± 1 27 ± 1
V H 11 ± 2 11 ± 3 22 ± 4
gg → H 13 ± 13 0 ± 0 13 ± 13
H → bb̄ 2 ± 1 1 ± 1 3 ± 2
VBF H 0 ± 0 2 ± 1 2 ± 1
Triboson 1 ± 0 0 ± 0 1 ± 0

Total background 179141 ± 283 206887 ± 303 386015 ± 415
Total expected (MC) 179873 ± 283 207658 ± 303 387518 ± 415

Tab. 6.1.: Final event yields after all selection criteria have been applied. The expected contri-
butions from Monte Carlo simulations have been scaled to an integrated luminosity of
36.1 fb−1 in order to match the data luminosity. The numbers given in the table are
rounded to next whole number. The associated uncertainties correspond to the statistical
uncertainties only.

The final event yields after applying all selection criteria are given in Tab. 6.1. Event yields
and uncertainties given as zero are, except for V BF H in the electron channel, not equal to zero
but fairly smaller than one. Due to rounding effects the sum of both channels might differ from
the numbers given in the fourth column. Both signal and background are taken from Monte Carlo
simulation. As expected, the main background contribution is the production of top quark pair
events in association with additional jets, followed by single top quark events and the associated
production of a vector boson (W /Z) with jets. Moderate background contributions are diboson
production and the associated production of top quark pairs with a W or Higgs boson which are
approximately of the same amount as the signal contribution. All other backgrounds contribute
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to a smaller extend. For all upcoming analysis steps the background processes from Higgs boson
production via vector boson fusion, the production of Higgs boson with their subsequent decay
to b-quark pairs and triboson events are not taken into account anymore as their contribution is
smaller than 1 % of the signal amount.

However, with the applied selection cuts the ratio of tt̄ events to tt̄Z signal events is reduced
from the theoretical value 991.66 to 208.56, 226.73 and 217.87 for the electron channel, the muon
channel and the combination of both, respectively, which means a reduction of about 78 %. For
each channel the corresponding statistical significance Z, i.e. the probability that an observed
excess is caused by the presence of signal and is not originating from statistical fluctuations of the
background, has been calculated according to

Z =
S√

S +B + ∆B
, (6.2)

where S and B denote the number of signal and background events and ∆S and ∆B represent
their statistical errors, respectively. The results are summarised in Tab. 6.2, together with the event
ratios of tt̄/tt̄Z and its decrease with respect to the theoretical value of 991.66. In order to estimate
the impact of both a statistical and a systematic uncertainty, the significance values are calculated
three times, with either no error, only a statistical error or with both a statistical and systematic
error on the input values. As no systematic uncertainties are estimated at this stage of the analysis,
it is assumed to amount ∼30 %. As it can be clearly seen, while the statistical uncertainties do al-
most not affect the significance values, the incorporation of a systematic uncertainty considerably
reduces the sensitivity by a factor of around 12 % in all three channels. Due to higher statistics, the
combination of the electron and the muon channel seems to deliver the best sensitivity so far, for
which reason in the subsequent analysis steps no explicit separation of the two channels is done
anymore.

Electron channel Muon channel Combined

tt̄/tt̄Z 208.56 226.73 217.87
decrease w.r.t. theory [%] 78.97 77.14 78.01

significance (no err.) 1.726 1.692 2.415
significance (stat. err.) 1.724 1.691 2.413
significance (stat. & syst. err.) 1.514 1.485 2.119

Tab. 6.2.: Summary of the gain in sensitivity achieved by applying the selection criteria given
above, listed for both the electron and the muon channel separately and for the combi-
nation of them, respectively. The calculation of the statistical significance according to
Eq. (6.2) has been done with either no uncertainty, only the statistical error or both the
statistical and the systematic uncertainties, assuming a systematic uncertainty of 30 %
at this stage of the analysis. The significance values are commonly given in units of the
gaussian standard deviation σ.
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6. Event selection and reconstruction

Data taking period Single-electron trigger Explanation

2015

HLT_e24_lhmedium_L1EM20VH • ET > 24 GeV
•Medium likelihood identification
• Additional requirements on level-1 trigger:
electromagnetic cluster with ET > 20 GeV,
thresholds on energy variation with |η|,
veto on hadronic core

HLT_e60_lhmedium • ET > 60 GeV
•Medium likelihood identification

HLT_e120_lhloose • ET > 120 GeV
• Loose likelihood identification

2016

HLT_e26_lhtight_nod0_ivarloose • ET > 26 GeV
• Tight identification criteria
• No information from
impact parameter used
• Loose isolation criteria
based on track information

HLT_e60_lhmedium_nod0 • ET > 60 GeV
•Medium likelihood identification
• No information from
impact parameter used

HLT_e140_lhloose_nod0 • ET > 120 GeV
• Loose likelihood identification
• No information from
impact parameter used

Data taking period Single-muon trigger Explanation

2015

HLT_mu20_iloose_L1MU15 • pT > 20 GeV
• Loose isolation criteria
based on calorimeter information
• Additional requirement on level-1 trigger:
track with pT > 20 GeV

HLT_mu50 • pT > 50 GeV

2016

HLT_mu26_ivarmedium • pT > 26 GeV
•Medium isolation criteria
based on track information

HLT_mu50 • pT > 50 GeV

Tab. 6.3.: Overview of the single-lepton triggers which have been applied in this analysis. Since
the object definitions are note equal for the 2015 and 2016 data taking period, a slightly
different set of triggers has to be used for 2015 and 2016 data, respectively. In the right
column a list of requirements the objetcs have to fulfil in order to make the trigger fire is
given. The here presented triggers are high-level triggers (HLT).
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6.2. Monte Carlo distributions

6.2. Monte Carlo distributions

In this section few distributions from Monte Carlo simulations are shown representing some basic
variables after the event selection. For all images the signal component is enhanced by a factor
of 100 and placed in front of the stacked background, in order to make it visible against the
overwhelming backgound amount reflecting the huge overspill of tt̄ events depicted in green.
Some kinematic distributions as the missing transverse energy and the transverse W boson mass
or lepton-related quantities are shown in Fig. 6.1, whereas Fig. 6.2 and 6.3 present distributions
of jet-related and composite kinematic variables as well as of counting variables. All distributions
depicted in Fig. 6.1 show an almost perfect agreement of the shapes of signal and background. A
rather similar behaviour can be noticed for the variables shown in Fig. 6.2 except for the transverse
momentum of the leading jet in the upper right image. Also the distributions of HT and ST on
the left side and the counting variables on the right side of Fig. 6.3 exhibit considerable separation
power in their shapes between signal and background. However, despite the need of enhancing the
signal purity, the signal can still not be separated using simple cuts on the different distributions.
Hence, in order to search for variables with more separation power, the tt̄Z system has been fully
reconstructed using the detected final state objects as explained in the following section.
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Fig. 6.1.: Presentation of kinematic distributions for the selected events using Monte Carlo simula-
tions. Fig. (a) – (c) show the lepton transverse momentum, pseudorapidity and azimuthal
angle, respectively. In Fig. (d) the M3 variable is presented, referring to the mass of the
three jets with the highest vectorially summed transverse momentum, while Fig. (e) de-
picts the transverse W boson mass and Fig. (f) the missing transverse energy. Here, the
selection cuts can be clearly spotted indicated from the sharp vertical lines at 30 GeV.
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6.2. Monte Carlo distributions
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Fig. 6.2.: Presentation of jet-related distributions for the selected events using Monte Carlo simula-
tions. Fig. (a) – (c) show the transverse momentum, pseudorapidity and azimuthal angle
of all jets in a given event, whereas in Fig. (d) – (f) the transverse momentum, pseudora-
pidity and azimuthal angle of the leading jets in a given event is depicted, respectively.

67



6. Event selection and reconstruction

 [GeV]TH

200 400 600 800 1000 1200

E
ve

nt
s 

/ 1
5 

G
eV

0

5000

10000

15000

20000

25000

Z x100tt tt
W+jets SingleTop
Z+jets Diboson

Htt Wtt
bbtt tZq

4t WWtt
tWZ VH

H→gg

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+

(jets) 
T

 p∑=T H

 min6Jets, min1bJets 

(a)

Jet multiplicity

6 7 8 9 10 11 12

E
ve

nt
s

0

50

100

150

200

250

300

350

400

450
310×

Z x100tt tt
W+jets SingleTop
Z+jets Diboson

Htt Wtt
bbtt tZq

4t WWtt
tWZ VH

H→gg

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+  min6Jets, min1bJets 

(b)

 [GeV]TL

50 100 150 200 250 300 350 400 450 500

E
ve

nt
s 

/ 5
 G

eV

0

5000

10000

15000

20000

25000
Z x100tt tt

W+jets SingleTop
Z+jets Diboson

Htt Wtt
bbtt tZq

4t WWtt
tWZ VH

H→gg

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+

(lep) 
T

 + pT
miss=ET L

 min6Jets, min1bJets 

(c)

b-Jet multiplicity

0 1 2 3 4 5 6

E
ve

nt
s

0

50

100

150

200

250

300

310×

Z x100tt tt
W+jets SingleTop
Z+jets Diboson

Htt Wtt
bbtt tZq

4t WWtt
tWZ VH

H→gg

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+  min6Jets, min1bJets 

(d)

 [GeV]TS

300 400 500 600 700 800 900 1000 1100 1200

E
ve

nt
s 

/ 2
0 

G
eV

0

5000

10000

15000

20000

25000

30000 Z x100tt tt
W+jets SingleTop
Z+jets Diboson

Htt Wtt
bbtt tZq

4t WWtt
tWZ VH

H→gg

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+

(lep) 
T

(jets) + p
T

 p∑ + T
miss=E

T
 S

 min6Jets, min1bJets 

(e)

N(b-jets) / N(jets)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

E
ve

nt
s 

/ 0
.1

0

50

100

150

200

250

300
310×

Z x100tt tt
W+jets SingleTop
Z+jets Diboson

Htt Wtt
bbtt tZq

4t WWtt
tWZ VH

H→gg

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+  min6Jets, min1bJets 

(f)

Fig. 6.3.: Presentation of distributions of composite variables for the selected events using Monte
Carlo simulations. Fig. (a) – (c) show the sum of the transverse momenta of all jets in
a given event, the sum of the lepton transverse momentum and the missing transverse
energy, and the sum of all transverse momenta in an event, referred to as HT, LT and
ST, respectively. On the contrary, Fig. (d) – (f) depict counting variables as the jet mul-
tiplicity, the b-jet multiplicity and the ratio of them.
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6.3. Event reconstruction

6.3. Event reconstruction

As mentioned in Section 2.3.2, due to its high mass, the top quark has a lifetime much shorter
than the time scale of hadronisation. It is hence possible to study its properties directly, based on
the decay products and their corresponding singatures in the detector, i.e. jets, charged leptons
and missing transverse momentum. A full reconstruction of the top quark four-momentum is
essential for many precision measurements of top quark properties, e.g. spin, as they are smeared
by hadronisation otherwise.

The quarks in the final state of the hard-scattering process are detected as jets. The number
of jets only agrees with the number of quarks if no jet is lost(2) and if no additional jets(3) are
present. However, even in case of a clear event jets cannot be associated uniquely to the partons
of the hard-scattering process, since it is not a priori known how to assign an final state object
to a parton of the physics process. Hence, reconstruction algorithms have to be used to find
the best corresponding match between them. Shortcomings in these reconstruction algorithms
result in incorrect jet-parton assignments, also referred to as combinatorial background, which
may decrease the precision of measurement.

As stated in Sec. 6.1, the tt̄Z 1-lepton channel final state, depicted in Fig. 2.13, consists of a
charged light lepton, a neutrino which manifests itself as missing transverse energy in the detector,
and six jets(4) whereof at least one has to be tagged as a b-jet, implicating 6! = 720 possible jet-
parton assignments in the first instance. Because of the indistinguishability of the decay products
of the W and the Z boson, this huge number can indeed be lowered by a factor of two for each
vecor boson, which results in 180 remaining combinations. In addition, b-tagged jets are not al-
lowed to be set on the position of a light-flavoured(5) quark. The requirement of at least one b-jet in
the event selection (cf. Sec. 6.1) further reduces the count of possible permutations down to at the
most 60, depending on the number of b-tagged jets. Consequently, with the help of combinatorics,
the number of valid permutations in a tt̄Z 1-lepton channel event can be mathematically expressed
as

NPermutations =
nlight!nb-tag!

4
·

{
2 nb-tag odd
1 nb-tag even

(6.3)

where the factor of 4 in the denominator comes from the indistinguishability of the decay products
of the W and the Z boson. Since the number of b-tagged and non-b-tagged jets always have to
sum up to the same value,

nlight + nb-tag = 6 , (6.4)

Eq. (6.3) can be rewritten as a function of the number of b-tagged jets,

NPermutations(nb-tag) =
(6− nb-tag)!nb-tag!

4
· 2(nb-tag mod 2) (6.5)

In this analysis the number of b-quarks in the final state is dynamically varied in such a way that
for events containing up to two b-tagged jets the decay particles from the Z boson are requested
to be light-flavoured, whereas in the case of more than two b-jets the reconstruction explicitly
aims to consider the Z boson as decaying into a pair of b-quarks. According to Eq. (6.5) the

(2) A jet could lie outside the detector acceptance or does not pass the minimum selection criteria. Besides it could be
misidentified as a soft lepton and vice versa, albeit not very often.

(3) Such jets likely stem from initial or final state radiation.
(4) In this analysis the first six jets in an event had been used. This choice is based on the fact that jets are stored in

the Monte Carlo datasets ordered by their transverse momentum, so softer jets from QCD or other radiation effects
should have higher numbers.

(5) u, d, s, c
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6. Event selection and reconstruction

number of permutations left the algorithm has to deal with first decreases, but increases again for
sufficiently enough b-jets in an event. This is shown in Fig. 6.4 where the number of possible
jet-parton assignments is plotted against the number of b-tags in an event. As a side remark, for
more than 3 b-jets in an event the factor of 2(nb-tag mod 2) is omitted because it only makes sense
if one of the b-quark positions could remain unoccupied by a b-jet which cannot be the case for
nb-tag ≥ 4. Alltogether, following this rule, the correct numbers of valid permutations in a tt̄Z
1-lepton channel event are those given in Tab. 6.4.

Number of b-tags Number of permutations

0 180
1 60
2 12
3 18
4 12

Tab. 6.4.: Number of valid permutations in a tt̄Z 1-lepton event as a function of the number of
b-tags in an event. It is assumed that an interchange of the decay products of the W and
Z bosons is redundant thus reducing the number of possible jet-partons assignments by
a factor of 4 in the first place.
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Fig. 6.4.: Number of valid permutations in a tt̄Z 1-lepton event as a function of the number of
b-tags in an event. It is assumed that an interchange of the decay products of the W and
Z bosons is redundant thus reducing the number of possible jet-partons assignments by
a factor of 4 in the first place.
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6.3. Event reconstruction

6.3.1. KLFitter

In this analysis, the jet-parton assignment, i.e. the reconstruction of the tt̄Z system has been
done with a kinematic likelihood approach using the Kinematic Likelihood Fitter (KLFitter) [200,
201]. This is a package written in C++ for the estimation of precise physical parameters using
the maximum likelihood method. With its structure based on ROOT [202], for maximisation rou-
tines it deploys the Bayesian Analysis Toolkit (BAT) [203] which provides the required numerical
instruments and also makes use of the numerical minimisation program MINUIT(6) [204]. The
KLFitter works stand-alone, but is also implemented in the Athena software framework or the
AnalysisTop framework used in the ATLAS experiment, and can easily be adjusted to many other
analysis frameworks. Originally, this tool had been developed for top quark pair reconstruction
in the lepton+jets channel but it can be applied straight forward to processes other than top quark
pair production.

In general, a likelihood is defined as the probability for observing a set of measured quantities
given a model and a corresponding set of model parameters. The probability is then calculated
according to the model, here the tt̄Z 1-lepton channel. The quantities from the measurements
which define the dataset are the energies of the six jets Ẽi, the energy of the charged lepton Ẽlep

(7)

and the missing transverse energy stemming from the neutrino.
The energies of the quarks and the charged lepton are only measured with non-vanishing un-

certainties given by the corresponding energy resolution. These uncertainties are not necessarily
distributed symmetrically and can vary with energy, for which reason they are parametrised by
transfer functions, W (Ẽi |Ei), which map the measured energy of an object Ẽi to the true en-
ergies of the final state particles Ei. Although neutrinos leave no direct signal in the detector,
their momentum can be obtained by applying energy and momentum conservation(8) to all mea-
sured objects. Hence, transfer functions for the x- and y-components of the neutrino momentum,
W (Ẽmiss

x,y | px,ν), can be defined. It is assumed that all transfer functions are well-known and all
jets are detected. More information about the KLFitter transfer functions is given in Appendix B.

For setting up the likelihood function, a couple of additional conditions has to be fulfilled. As
a first constraint, the invariant di-jet mass mjj and the invariant mass of the charged lepton and
the neutrino mlν coming from the W boson decay are required to be Breit-Wigner (BW ) dis-
tributed around a pole mass of MW = 80.385 GeV within a decay width ΓW = 2.085 GeV [34].
Secondly, the invariant top quark masses mjjj and mjlν must also follow a Breit-Weigner dis-
tribution. In addition the invariant di-jet mass of the Z boson must be Breit-Wigner distributed
as well, with a pole mass of MZ = 91.1876 GeV and a width of ΓZ = 2.4952 GeV [34]. In
the KLFitter package, the user can choose whether the top pole mass should be fixed to a certain
value within the fit, as done in this analysis, or whether it is taken into account as an additional
free parameter. It either equals the value taken from the MC generation (Mtop = 172.5 GeV) or it
comes from a previous measurement. Since this analysis has its focus on the proper reconstruction
of the additional Z boson, the top quark mass and width are fixed to the current measured values
of Mtop = 173.21 GeV and Γtop = 1.41 GeV [34], respectively. The normalised and relativistic
Breit-Wigner functions used in the fitting procedure are given by

BW (m|M) =
2

π

ΓM2

(m2 −M2)2 + Γ2M2
, (6.6)

where Γ depicts the decay width of a particle with massm centred aroundM . Thus, the respective

(6) MINUIT was originally written in Fortran, but ROOT provides a straight forward conversion into C++.
(7) In case of a muon the transverse momentum pT,lep has to be taken instead of the energy
(8) At the LHC only applicable in the transverse plane of the detector
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6. Event selection and reconstruction

probability densities (Eq. (6.6)) constrain the combined momenta of the final-state particles which
are built according to Eq. (6.7). Here Eq. (6.7a) represents both the hadronically decaying W and
the Z boson and Eq. (6.7b) the mass of the hadronically decaying W boson. The masses of the
two top quarks are calculated according to Eq. (6.7c) and Eq. (6.7d), respectively.

m2
jj = (pq + pq̄′)

2 (6.7a)

m2
lν = (pl + pν)2 (6.7b)

m2
jjj = (pq + pq̄′ + pb)

2 (6.7c)

m2
jlν = (pl + pν + pb̄)

2 (6.7d)

The z-component of the neutrino momentum is calculated separately from the initial values,
resulting in two solutions whereof the one giving rise to a larger likelihood value is taken. In
case one solution is imaginary it is set to zero and therefore not taken into account any further
The derivation of pνZ can be found in Appendix C. Taking into account the transfer functions of
the measured objects and the constraints just discussed, the following 10 (11) parameters enter the
fitting procedure:

• The transverse energies of the six quarks Ei and the charged lepton Elep (7 parameters)
• The momentum components of the neutrino pνx,y,z (3 parameters)
• Optionally the top pole mass Mtop (1 parameters)

During the kinematic fit, every parameter is varied within a certain range, which is set individually
for each event. The energies of the partons and the charged lepton have to lie within an interval of

E ∈
[
min

(
0, Ẽ − n ·

√
Ẽ
)
< E < Ẽ + n ·

√
Ẽ
]

around the measured values, where n = 7 for partons/jets and n = 2 for leptons(9). The z-
component of the neutrino momentum has to be within a range of ±1 TeV, whereas the x- and
y-components must not exceed a deviation of ±100 GeV from the measured components of the
missing transverse energy. In case of a free top quark mass, it is restricted into a range of Mtop ∈
[100, 1000] GeV.

Finally, the heart of this method is the kinematic likelihood function which contains all the
information of a particular event topology and, in the 1-lepton channel case, reads

L = BW
{
m(q1q2) |mW ,ΓW )

}
·BW

{
m(lν) |mW ,ΓW

}
·

BW
{
m(q1q2bhad) |mtop,Γtop

}
·BW

{
m(lνblep) |mtop,Γtop

}
·

BW
{
m(qZ1qZ2) |mZ ,ΓZ)

}
·

W
(
Ẽjet1 |Ebhad

)
·W

(
Ẽjet2 |Eblep

)
·W

(
Ẽjet3 |Eq1

)
·W

(
Ẽjet4 |Eq2

)
· (6.8)

W
(
Ẽjet5 |EqZ−1

)
·W

(
Ẽjet6 |EqZ−2

)
·

W
(
Ẽmiss
x | px,ν

)
·W

(
Ẽmiss
y | py,ν

)
·

{
W
(
Ẽlep |Elep

)
single electron channel

W (p̃T,lep | pT,lep) single muon channel

As already mentioned in Section 6.3, an a priori association of jet with quarks is not possible, so all
possibilities have to be permuted in order to find the most likely one. Again, the symmetry of the
likelihood function (6.8) under the exchange of the decay particle of the hadronically decaying W
(9) All ranges given in GeV
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6.4. Signal region definition

boson and the Z boson reduces the number of permutations, as well as weighting each permutation
with b-tagging weights. For each possible jet-parton assignment, KLFitter tries to maximise the
given likelihood function with respect to the assumed kinematics and particle properties given the
particular event topology. In doing so, the algorithm starts from the measured values and assumes
to have found the correct jet-parton assignment for the permutation with the highest likelihood
value in an event. However, this does not imply that this permutation is indeed the true one. For
computational reasons, instead of maximising the likelihood function L, the negative logarithm
− ln(L) is minimised, using the minimisation technique MINUIT.

In the end, apart from the fit parameters for each permutation and the corresponding value
likelihood value, KLFitter also returns (i) the best fit parameters, (ii) the corresponding value of
the likelihood, referred to as − ln(L∗) or L∗, (iii) and a relative weight for each jet permutation,
which gives the ordering of the permutations in an event. This weight is built from the likelihood
value and the b-tagging weights for each permutation such that the sum of relative weights is
normalised to one. Fig. 6.5 shows the distribution of the logarithmic likelihood ln(L) obtained for
the reconstruction of the tt̄Z 1-lepton channel applied in this analysis.
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Fig. 6.5.: Distribution of the KLFitter logarithmic likelihood resulting from the fit. The signal
process is scaled by a factor of 100 in order to make the signal visible.

As a technically remark, KLFitter stores not the measured, but the fitted and therefore varied
variables. In addition, an index labelling the jet-parton assignment of the best permutation is
returned. These labels indicate which jet of the input dataset is placed on which parton position
of the final state signature exploiting the specific ordering of jets within the Monte Carlo samples.
To be physically correct, the tt̄Z system are reconstructed from the four-momenta not affected by
the fit of their assumed decay particles, according to Eq. (6.7).

6.4. Signal region definition

The number of permutation the reconstruction algorithm has to run through per event clearly
depends on the b-jet multiplicity (cf. Tab 6.4). As explained later on in Sec. 6.6 in detail, this
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6. Event selection and reconstruction

has a significant impact on the performance of the KLFitter. Thus, a grid of different jet and b-
jet multiplicity, respectively, has been investigated in order to tag the regions of phase space in
which the reconstruction performes best. Starting by constructing so-called exclusive regions in
which an exact (b-)jet multiplicity is required, the scan over the phase space has been extended
to inclusive regions which cover a larger part of the available phase space and therefore might
improve the sensitivity. For each of those bins the significance corresponding to the amount of
signal and background events left after applying the respective selection has been calculated, using
Eq. (6.2) and assuming neither statistical nor systematic errors on the event numbers. The results
of this procedure are shown in Fig. 6.6 depicting the calculated significance within each region
for both exclusive and inclusive selection criteria, with no uncertainties taken into account. The
corresponding plots for the singificance calculations with uncertainties are depicted in Fig. E.1
and Fig. E.2.
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Fig. 6.6.: Illustration of the scan through the phase space of (b-)jet multiplicity, divided into exclu-
sive (cf. Fig. (a)) and inclusive (cf. Fig. (b)) selection criteria. Both images exhibit two
promising regions each, in the following referred to as signal regions. The calculation
of the respective singificance values has been done according to the formula depicted
within the images assuming no uncertainties.

According to the respective values, the optimisation with respect to the (b-)jet multiplicity re-
sults in four promising regions, two of which originate from the exclusive and inclusive phase
space grid, respectively. Thus, the further analysis is split into four parallel threads each focussing
on one particular phase space region, in the following also referred to as signal region (SR). The
four signal region considered are:

• SR1 – the first inclusive region, with at least six jets and allowing for any b-jet multiplicity
• SR2 – the second inclusive region, requiring at least six jets and at least one b-jet
• SR3 – the first exclusive region, characterised by exactly six jets and two b-jets, respectively
• SR4 – the second exclusive region, defined by exactly seven jets and exactly two b-jets

The selection criteria regarding lepton multiplicity, missing transverse energy and transverse W
boson mass remain unchanged, whereas each signal region has other selection criteria on the
(b-)jet multiplicity. For SR1 this means even relaxing the citeria made before (cf. Sec. 6.1).
The event yields for each signal region are given in Tab. 6.5 for the combined e + µ channel
only. It is remarkable that although SR1 is missing any restriction on the b-jet multiplicity thus
exhibiting a large amount of W+jets background, it still delivers the second best result for all
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6.4. Signal region definition

Process SR1 SR2 SR3 SR4

tt̄Z signal 1629 ± 8 1503 ± 8 343 ± 3 203 ± 3

tt̄+jets 353477 ±371 327469 ± 358 108902 ± 208 39646 ± 125
Single top 16610 ± 74 14823 ± 70 4552 ± 40 1424 ± 21
W+jets 137716 ±421 32914 ± 182 3639 ± 48 1333 ± 23
Z+jets 20770 ±115 5354 ± 56 719 ± 14 260 ± 5
Diboson 9836 ± 86 2635 ± 49 284 ± 14 126 ± 13
tt̄H 1213 ± 3 1158 ± 3 205 ± 1 131 ± 1
tt̄W 1181 ± 3 1079 ± 3 274 ± 2 145 ± 1
tt̄+bb̄ 336 ± 4 326 ± 4 82 ± 2 34 ± 1
tZ+jets 91 ± 1 84 ± 1 25 ± 1 9 ± 0
4t 62 ± 0 61 ± 0 2 ± 0 4 ± 0
tt̄WW 49 ± 1 44 ± 1 6 ± 0 6 ± 0
tWZ 32 ± 1 27 ± 1 5 ± 0 3 ± 0
V H 44 ± 6 22 ± 4 7 ± 2 1 ± 1
gg → H 114 ± 49 13 ± 13 13 ± 13 0 ± 0

Total background 541532 ±585 386010 ± 415 118716 ± 219 43122 ± 130
Total expected (MC) 543161 ±585 387513 ± 415 119059 ± 219 43326 ± 130

Tab. 6.5.: Final event yields for all signal regions after all selection criteria have been applied. The
expected contributions from Monte Carlo simulations have been scaled to an integrated
luminosity of 36.1 fb−1 in order to match the data luminosity. The numbers given in the
table are rounded to next whole number. The associated uncertainties correspond to the
statistical uncertainties only.

considered inclusive regions. To not great surprise, the two most sensitive exclusive signal regions
are those fulfilling the twofold b-jet requirement of the top quark pair production signature. Here,
the most sensitive signal region corresponds to the mere tt̄Z jet multiplicity without any additional
off-radiations, while for the second most sensitive one additional gluon off-radiation must have
happended which is very likely at the LHC. The W+jets background, which is relatively strongly
suppressed in SR3 and SR4, outperforms the tt̄Z signal by a factor of almost 100 in SR1 as no
b-jet veto has been applied there. This factor is significantly reduced within SR2 to roughly 20.
The ratio between the W+jets and Z+jets backgrounds is nearly constant, amounting 6.3 and 6.2
in SR1 and SR2, respectively, whereas in SR3 and SR4 it is even the same within some rounding
errors, namely 5.1. From this it can be concluded that the applied selection cuts have a rather
similar impact on the Z+jets background as on W+jets. The diboson contribution is steadily
further decreased when going from SR3 to SR4. The ratio of irreducible backgrounds tt̄W and
tt̄H to the tt̄Z signal remains roughly the same for each, oscillating between 1.3 and 1.5.

Alike in Sec. 6.1, the ratio of tt̄ to tt̄Z events has been calculated for each signal region and
therefrom the corresponding factor of increase in sensitivity with respect to the theoretical value
of 991.66 (cf. (2.48)) has been derived. The results are listed in Tab. 6.6, together with the signifi-
cance determined imposing either no uncertainties, only statistical uncertainties or both statistical
and systematic uncertainties on the input values. Again, a systematic uncertainty of ∼30 % is
assumed. While statistical uncertainties do almost not affect the resulting significance, the impact
of a systematic uncertainty of 30 % manifests itself in all signal regions in a decrease of signif-
icance of roughly 12 % which is the same as for the inclusive regions. It turns out that SR2,
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6. Event selection and reconstruction

SR1 SR2 SR3 SR4

tt̄/tt̄Z 216.97 217.87 317.89 194.92
decrease w.r.t. theory [%] 78.12 78.01 67.94 80.34

significance (no err.) 2.211 2.415 0.993 0.977
significance (stat. err.) 2.209 2.413 0.992 0.976
significance (stat. & syst. err.) 1.939 2.119 0.871 0.858

Tab. 6.6.: Summary of the gain in sensitivity achieved by applying the selection criteria given
above, listed for all signal regions. The calculation of the statistical significance ac-
cording to Eq. (6.2) has been done with either no uncertainties, only the statistical un-
certainties or both the statistical and systematic uncertainties, assuming a systematic
uncertainty of 30 % at this stage of the analysis. The significance values are commonly
given in units of the gaussian standard deviation σ.

which is identical to the phase space region selected with the criteria applied in Sec. 6.1 in the
first place, provides the best result in terms of the significance independent of the imposed un-
certainties. However, due to the overwhelming W+jets contribution the systematic uncertainty
might be slightly underestimated by the assumed 30 % in SR2 and especially in SR1. Generally,
the differences between SR1 and SR2 are very small in terms of both significance and tt̄-to-tt̄Z
ratio, where the latter amounts to approximately 78 %. In contrast, the differences between the
two exclusive signal regions are much more apparent. Whereas SR3 delivers a worse reduction
of the tt̄-to-tt̄Z ratio with respect to the theoretical value, SR4 outperforms not only its exclusive
counterpart but also the two inclusive signal regions with a value of around 80 %.

6.5. Reconstruction results

The two top quarks and the Z boson have been reconstructed following the instruction given at
the bottom of Sec. 6.3.1, resulting in the distributions depicted in Fig. 6.7 – 6.10. As can be seen
in Fig. 6.7 from the overlap of the orange area depicting W+jets and the red signal line, the
W+jets background exceeds the tt̄Z signal much more than in the other signal regions, as already
mentioned above. The shapes of the reconstructed top quark masses are fairly broad compared to
those of the Z boson and exhibit a long tail to the right, reflecting the large number of possible
jet-parton assignments within the reconstruction procedure. The same holds for the combined
mass distributions of both top quarks, which naturally receive the properties from each of the top
quark mass distributions. Since on the W and Z boson masses quite tight constraints are set (cf.
Sec. 6.3.1), the invariant mass distributions are therefore more narrow, except for the leptonically
decaying W boson. There, a considerable uncertainty from the a priori unknown z-component
of the neutrino momentum enters the reconstruction, leading to smearing of the invariant mass
distribution. All Z mass distributions exhibit sort of a flat basis starting at about 20 GeV, referred
to as combinatorial background, on which the actual Z mass peak is placed ranging from roughly
50 GeV to 150 GeV. This feature will be discussed in more detail later on in Sec. 6.6.

As it is obvious that even after the kinematic reconstruction of the tt̄Z system still no cut-based
methods are suited to isolate the signal from backgrounds, a more sophisticated technique has to
be used, as explained in Chap. 7.

76



6.5. Reconstruction results
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Fig. 6.7.: Reconstructed mass distributions shown for the first signal region (SR1). In Fig. (a) and
Fig. (b) the reconstruced mass of the top quark from the hadronic and the leptonic decay
chain is depicted, whereas Fig. (c) and Fig. (d) show the reconstruced mass distributions
of the hadronically and leptonically W boson, respectively. Fig. (e) presents the com-
bined mass distribution of both top quarks, and finally Fig. (f) illustrate the invariant
mass of the reconstructed Z boson.
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Fig. 6.8.: Reconstructed mass distributions shown for the second signal region (SR2). In Fig. (a)
and Fig. (b) the reconstruced mass of the top quark from the hadronic and the leptonic
decay chain is depicted, whereas Fig. (c) and Fig. (d) show the reconstruced mass distri-
butions of the hadronically and leptonically W boson, respectively. Fig. (e) presents the
combined mass distribution of both top quarks, and finally Fig. (f) illustrate the invariant
mass of the reconstructed Z boson.
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Fig. 6.9.: Reconstructed mass distributions shown for the third signal region (SR3). In Fig. (a)
and Fig. (b) the reconstruced mass of the top quark from the hadronic and the leptonic
decay chain is depicted, whereas Fig. (c) and Fig. (d) show the reconstruced mass distri-
butions of the hadronically and leptonically W boson, respectively. Fig. (e) presents the
combined mass distribution of both top quarks, and finally Fig. (f) illustrate the invariant
mass of the reconstructed Z boson.
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Fig. 6.10.: Reconstructed mass distributions shown for the fourth signal region (SR4). In Fig. (a)
and Fig. (b) the reconstruced mass of the top quark from the hadronic and the leptonic
decay chain is depicted, whereas Fig. (c) and Fig. (d) show the reconstruced mass dis-
tributions of the hadronically and leptonically W boson, respectively. Fig. (e) presents
the combined mass distribution of both top quarks, and finally Fig. (f) illustrate the
invariant mass of the reconstructed Z boson.
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6.6. Reconstruction performance

It has been shown in Sec. 6.3 that the number of possible jet-partons assignments in the recon-
struction of the tt̄Z system depends on the b-jet multiplicity of a given event. With an increasing
number of possible permuations in an event an incorrect assignment becomes more likely. In or-
der to confirm that the reconstruction works sufficiently well, additional studies on its results have
been performed.

6.6.1. Investigation of the Z boson mass

As stated in Sec. 6.5, the distributions of the reconstructed Z boson mass exhibit a quite broad
plateau on which the actual mass peak is put on. This plateau, so far referred to as combinatorial
background, has been further investigated. As the signal region for this analysis had been found
by scanning through a grid of different (b-)jet multiplicities, the same has been done for the distri-
bution of the Z boson mass. The results are shown in Fig. 6.11. It can be clearly seen in Fig. 6.11a
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Fig. 6.11.: Illustration of the Z boson mass distribution depicted for different (b-)jet multiplicities.
Fig. (a) depicts the Z boson mass as a function of the number of b-jets for at least jets
in an event, whereas Fig. (b) shows the situation for exactly 6 jets. All distributions are
normalised to total number of events in order to compare their shapes.

and 6.11b that the high flat tail of the mass distribution predominantly develops for events with a
high b-multiplicity, whereas the actual mass peak rather arises in phase space regions with a small
number of b-jets for which both exclusive and inclusive selection criteria have been applied. Since
most of the events have rather small b-jet multiplicity (cf. Fig 6.3d), the peak is still well visible
within the regions including (almost) all events.

However, the reconstruction seems to fail for events containing many b-tagged jets, albeit the in-
crease of the b-jet multiplicity should actually lower the number of possible jet-parton assignments
in an event, thus reducing the probability of mis-assignments.

6.6.2. Investigation of the KLFitter likelihood

During the reconstruction procedure a likelihood (cf. Eq. (6.8)) is maximised probing every al-
lowed jet-parton assignment in an event. Hence, the distribution of the KLFitter likelihood offers
information about the performance of the reconstruction. Besides the peak on the far right, the dis-
tribution of the logarithmic likelihood from KLFitter (cf. Fig. 6.5) shows a second broader peak,
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which has not been expected. Therefore, as for the Z boson mass, the KLFitter likelihood has
been logarithmically plotted for different (b-)jet multiplicities as shown in Fig. 6.12. Splitting the
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Fig. 6.12.: Illustration of the logarithmic KLFitter likelihood depicted for different (b-)jet multi-
plicities. Fig. (a) depicts the KLFitter likelihood as a function of the number of b-jets
for at least jets in an event, whereas Fig. (b) shows the situation for exactly 6 jets. All
distributions are normalised to total number of events in order to compare their shapes.

phase space in inclusive regions (cf. Fig 6.12a), a third peak arises on the left for events containing
more than 2 b-jets, whearas the second peak is visible for events containing at least one b-jet. As
depicted in Fig. 6.12b, the second peak is mainly caused by events with a b-jet multiplicity of 2
and the third peak only develops for more than 2 b-jets in an event, meaning that the performance
of the reconstruction algorithm significantly decreases.

The KLFitter performance seems thus to be highest for events containing at most 1 b-jet and
becomes smaller for an increasing b-jet multiplicity. This is a remarkable behaviour because for a
tt̄Z event at least 2 b-jets have to be present. Furthermore, the attempt of explicitly reconstruct-
ing a Z boson decaying to bb̄ in the case of more than 2 b-jets in an event further lowers the
reconstruction performance.

6.6.3. Investigation of the KLFitter jet indices

Besides the likelihood distribution, KLFitter also returns an index labelling the jet-parton assign-
ment of the best permutation for each event. According to this labels, the initial state particles
are reconstructed. Within the (Monte Carlo) datasets the jets are stored in a descending order in
transverse momentum. In this analysis, the first six jets, i.e. the six jets with the highest trans-
verse momentum, are put into the reconstruction algorithm. An uniform labelling has been chosen
where the labels correspond to the storage positions of the jets within the Monte Carlo datasets.
Each jet which is finally assigned to a final state parton receives a particular label according to the
assignment the reconstruction algorithm indicates to be the best for a given event. Thus, the jet
index provided by KLFitter indicates which jet from the Monte Carlo sample is finally assigned to
which final state parton in a given event.
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Fig. 6.13.: Illustration of the KLFitter jet indices for all final state particles . The two upper images
show the two b-jets originating from the top quark decay (cf. Fig. (a), (b)). In the
middle, the indices of two jets of the light quarks from the W boson decay are depicted
(cf. Fig. (c), (d)) and on the bottom the two additional jets arising from the Z boson
decay are shown (cf. Fig. (e), (f)). All distributions are normalised to total number of
events in order to compare their shapes.

The assignment results from the reconstruction for SR2 are shown in Fig. 6.13 depicted for each
parton position. The corresponding images for the other signal regions are given in Fig. E.3 – E.5
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6. Event selection and reconstruction

It can be seen that for inclusive selection criteria the two jets identified as originating from the b-
quarks associated to top quark decay are in many cases the jets with the lowest provided momenta.
In contrast, one of the jets associated to the Z boson is for about 50 % of the events the one with
the highest momentum. The other jet supposed to stem from Z boson decay is labelled to either
carry also high momentum for roughly 25 % of all events, or tends towards lower momenta quite
often. The two jets associated to the W boson are mainly assumed either to have a quite small
momentum or are mainly set on position three in the middle. The two b-jets from top quark decay
have a slight tendency towards the high-momentum regime, while the jets from the W and the Z
boson decay depicted on the right side of the images only lean to smaller momenta anymore. The
picture for the two remaining jets does not heavily change.

Parton Label

Up quark 1
Down quark 2
Strange quark 3
Charm quark 4
Bottom quark 5
Top quark 6
Gluon 21
Jets from pile-up -1

Tab. 6.7.: Depiction of the jet flavour labels. For the labelling the flavour of the hardest parton
within the jet is taken as in jet reconstruction jets are most likely formed around the par-
ticles with the highest transverse momentum in a certain region of space. The choice of
numbers is based on the particle labels as stated by the Review of Particle Physics [34].

In order to examine the performance of the reconstruction it has been checked whether the
flavour of the parton the jet originates from is in agreement with the flavour of the quark on which
position it has been set by the algorithm. The particular quarks are labelled as given in Tab. 6.7.
Within this comparison it does not matter at all if the quark is actually a particle or an antiparticle.
Of course, this works only for Monte Carlo simulation as in real data the flavour of the initiating
parton of jet is hardly accesible. As for the Z boson mass and the KLFitter likelihood, it has
been done for different phase space regions defined by the (b-)jet multiplicity. The results are
shown in Fig. 6.14 depicting the number of jets which the KLFitter algorithm correctly set on
final state parton positions according to their flavour. Since for inclusive selection criteria (cf.
Fig. 6.14a) not only one dedicated phase space region but more than one are simultaneously taken
together, the differences between the different requirements of the (b)-multiplicity are quite small,
although a slight tendency is already visible. A correct assignment in terms of parton flavours
can be achieved most frequently for at least four b-jets in an event followed by a b-jet multiplicity
of two, whereas the worst performance occurs imposing no selection criterion on the number
of b-jets. In Fig. 6.14b the situation for exclusive requirements is depicted. There the assignment
performance according to quark flavours differs quite intensively, depending on the region in phase
space. However, the performance is best for four b-jets and second best for two b-jets. Similarly,
the lowest performance is provided for one or even no b-jets. Thus, the algorithm works best for
events theoretically predicted as expected. However, events containing three b-jets are kept since
in this analysis a fixed cut on the b-tagging BDT output serves as a decision criterion whether a jet
originates from a b-quark or not (cf. Sec. 5.5), thus a small percentage of real b-jets are not tagged
to be such and vice versa. Thus, Fig. 6.14a and 6.14b indicate that for almost no event all jets are
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Fig. 6.14.: Illustration of the KLFitter jet indices depicted for different (b-)jet multiplicities.
Fig. (a) depicts the jet indices as a function of the number of b-jets for at least jets
in an event, whereas Fig. (b) shows the situation for exactly 6 jets.

correctly assigned with respect to their flavour.
Looking at the jet flavour labels of SR2 depicted in Fig. 6.15, the numerous mis-assignments

become quite clear. Besides the two b-quarks originating from top quark decay on which positions
mainly b-tagged jets have been set, all other positions are occupied to roughly a quarter by jets
stemming from gluons which is for the b-quarks to only 10 % the case. As more than two b-jets
are allowed for inclusive selection criteria, the positions of the two quarks from W and Z boson
decay, respectively, are more often manned by b-jets than for exclusive criteria, naturally. These
four positions are furthermore occupied by jets labelled to arise from pile-up events by 2–5 %.
Differently to the quark positions of the Z boson, b-tagged jets should not have been assigned to
quarks from the hadronically decaying W boson at all as actually a veto for putting b-jets on light
quarks positions is applied in the reconstruction. Thus, summing up all the various contributions
shows that each quark position is only to approximately 30 % correctly coccupied by a jet with
respect to the quark flavour. For completion, in Fig. E.6 – Fig. E.8 the corresponding distributions
of the jet flavour label are shown for the other signal regions.

In Fig. 6.16 and 6.17 the dependence of the jet flavour labels is depicted for inclusive and
exclusive selection criteria in jet phase space, respectively. As it can be observed, the more b-jets
in are in an event, the more often they are set on positions of quarks from vector boson decay,
whereas the probability of finding a b-tagged jet on a b-quark position simultaneously decreases.
However, as in the reconstruction for more than two b-jets the Z boson is supposed to explicitly
decay into a pair of bottom quarks, this observation seems not to be surprising at least for the
two jets originating from the Z boson. In case of more than two b-tagged jets in an event the
reconstruction algorithm tends to assign them rather to positions of quark from vector boson decay
than to the b-quarks from the decay of the top quarks. Especially events containing three b-jets
provide a rather bad agreement of jet positions and their corresponding parton flavours. Generally,
the comparison of the positions jets have been set on with their flavour label reflects the distribution
of the number of correct assignments.

6.6.4. Summary

In order to investigate the performance of the KLFitter algorithm several properties related to the
reconstruction have been tested. For the distribution of the invariant mass of the Z boson as well
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as the logarithmic likelihood, dependent on the particular phase space region, rather strongly vary-
ing shapes have been observed. Furthermore, the jet-to-parton assignment as performed by the
reconstruction has been investigated, revealing a mostly insufficient ability of the reconstruction
algorithm to correctly relate the jets to the final state quark they actually belong to. In particular, al-
though the veto on placing b-jets to light quark positions, a considerably high amount of b-tagged
jets is assigned to the two quarks from W boson decay. Therefore, further investigation is in-
evitable in order to tackle these chinks. However, when making statements about the performance
of the reconstruction algorithm it has to be taken into account that the examination of a correct
jet-to-parton assignment has been done only in terms of quark flavours. No information about the
actual relation of the jets to the initials state particle is given wherefore it cannot be stated what jet
exactly corresponds to which final state quark. A possible improvement of the reconstruction is to
not only consider kinematic quantities as the transverse momentum or the energy of a particle, but
also to take angular variables into account.
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Fig. 6.15.: Illustration of the jet flavour labels for all final state particles. The two upper images
show the two b-jets originating from the top quark decay (cf. Fig. (a), (b)). In the
middle, the labels of two jets of the light quarks from the W boson decay are depicted
(cf. Fig. (c), (d)) and on the bottom the two additional jets arising from the Z boson
decay are shown (cf. Fig. (e), (f)). All distributions are normalised to total number of
events in order to compare their shapes.
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Fig. 6.16.: Illustration of the jet flavour labels for all final state particles in the region of phase
space with at least six jets as a function of various requirements on the b-jet multiplicity.
The two upper images show the two b-jets originating from the top quark decay (cf.
Fig. (a), (b)). In the middle, the labels of two jets of the light quarks from the W boson
decay are depicted (cf. Fig. (c), (d)) and on the bottom the two additional jets arising
from the Z boson decay are shown (cf. Fig. (e), (f)). All distributions are normalised
to total number of events in order to compare their shapes.
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Fig. 6.17.: Illustration of the jet flavour labels for all final state particles in the region of phase
space with exactly six jets as a function of various requirements on the b-jet multiplicity.
The two upper images show the two b-jets originating from the top quark decay (cf.
Fig. (a), (b)). In the middle, the labels of two jets of the light quarks from the W boson
decay are depicted (cf. Fig. (c), (d)) and on the bottom the two additional jets arising
from the Z boson decay are shown (cf. Fig. (e), (f)). All distributions are normalised
to total number of events in order to compare their shapes.
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7. Multivariate Analysis

In order to separate between signal and background events, simple cuts on different variables can
be used if the shape of these distributions differ reasonably. If this is not the case, simple cuts might
not be the best solution anymore. Instead, it is more favourable to use multivariate techniques to
separate between signal and background, because it considers both the shapes of the distributions
and correlations among them.

7.1. Boosted decision tree

Using a multivariate technique means to train a set of discriminating variables with a specific
method (algorithm) – as, for example, a boosted decision tree [205]. A classification technique
using such a method allows to combine several discriminating input variables into one final output
variable (here: BDT response), which is sensitive to all the differences between signal and back-
ground incorporated in the input variables. This equals a mapping of the space of d input variables
Rd onto a one-dimensional space R of the single discriminator. In case of boosted decision trees the
output variable is defined in the range of [−1,+1] in which −1 represents background-like events
and +1 signal-like events. In this analysis the Toolkit for Multivariate Analyses (TMVA) [205],
which provides a ROOT-integrated [202] environment for processing, evaluation and application
of multivariate classification and regression techniques, is used.

The main reason for choosing a boosted decision tree for this analysis is its robustness against
the training on statistical fluctuations. This is important for both cases dealing with a rather high
or small amount of input data and comes along with its construction, as explained more detailed
in the following.

7.1.1. General concepts

A boosted decision tree (BDT) [205] is a binary, tree structured classifier using yes-/no-decisions
on one single variable until some specified stop criterion is fulfilled [205]. As illustrated in Fig. 7.1
the training starts at one single root node, where an initial splitting criterion on the whole dataset
is determined by cutting on the variable with the highest discrimination power at this stage. Thus,
the dataset is split up into two (smaller) subsets of training events and two nodes, which serve
as root nodes for the following steps. This procedure is repeated until the events are sufficiently
separated (“classified”) into final nodes, also referred to as leaf nodes, which are eventually tagged
as signal or background leafs depending on the the majority of events per category.

TMVA provides several methods which can be used to determine the best discriminating vari-
able and its optimum cut value at each node, i.e. the variable and its corresponding cut value, that
optimises the separation between the parent node and the two prospective daughter nodes by max-
imising the method’s associated mathematical expression. The same variable might thus be used
at several nodes, while others might not be used at all. For this analysis the most frequently used
Gini Index has been chosen, which depends on the purity p(1). Tab. 7.1 shows a set of different
methods for the calculation of the highest separation power implemented in TMVA. Since a cut

(1) The purity of a node is given by the ratio of signal events to all events in that node, i.e. pure background nodes have
zero purity.
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7. Multivariate Analysis

Fig. 7.1.: Illustration of a decision tree. Starting from the root node, a sequence of binary splits
is applied to a dataset using the variable xi with the highest discrimination power at
the particular node. The leaf nodes at the bottom end of the tree are labeled “S” for
signal and “B” for background, depending on the majority of events that end up in the
respective nodes. [205]

that predominantly selects background is as valuable as a cut that selects signal, the criteria are
symmetric with respect to the event classes as depicted is Fig. 7.2.

Gini Index p · (1− p)
Cross Entropy −p · ln(p)− (1− p) · ln(1− p)
Misclassification error 1−max(p, 1− p)
Statistical significance S/

√
S +B

Tab. 7.1.: Selection of separation techniques to calculate the separation power at the split nodes in
order to determine the optimum variable on which it has to be cut on. All methods have
their maximum at purity p = 0.5 and fall off to zero when the sample consists of one
event class only.

The importance or ranking of a variable within a training procedure is proportional to the num-
ber of splitting decisions the variable has been used for. In doing so, each split is weighted by the
separation gain squared and by the number of events in the node.

A shortcoming of decision trees is their instability with respect to statistical fluctuations within
the training events. In order to prevent training on statistical fluctuations due to some cuts, many
decision trees, all constructed from the whole training sample, are combined into a forest instead of
growing one single decision tree. Furthermore, overtraining, i.e. training on statistical fluctuations
of the datasets, is counteracted by limiting the tree depth confining either the maximal number of
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Fig. 7.2.: Comparison of three different methods for the calculation of the highest separation in
TMVA, the Gini Index, the Cross Entropy and the Misclassification error. They all only
depend on the purity p of the node at which a splitting decision has to be made. All
methods are symmetric with respect to the event classes with their maximum at p = 0.5.
The corresponding formulas are given in Tab. 7.1.

nodes in a tree or the minimal number of events in a leaf node. In addition, the number of grown
trees itself can be adjusted.

7.1.2. Boosting

A way of enhancing the classification performance and to increase the stability with respect to
statistical fluctuations in the training sample is to reweight (“boost”) incorrectly assigned events
in the training sample after each training, to end up in the correct category in the newly grown
tree. Typically, growing a forest of boosted trees leads to a large improvement of separation
performance and stability regarding statistical fluctuations. However, the downside is the loss of
clear decision tracing since the number of individual trees is in general too large. A more detailed
explanation of the most popular boosting algorithm, the so-called AdaBoost, as well as of Gradient
Boost, the boosting method applied in this analysis, can be found in Appendix D.

7.1.3. Data preprocessing

Before putting discriminating variables or training events into multivariate methods, it is possible
to subject them to a preprocessing. This can be useful in order to reduce correlations among some
variables or to bring their shapes in a more appropriate form.

In TMVA currently five preprocessing methods are implemented [205]:

1. Variable normalisation
2. Decorrelation via the square root of the covariance matrix
3. Decorrelation via a principal component decomposition
4. Transformation of the variables into Uniform distributions (“Uniformisation”)
5. Transformation of the variables into Gaussian distributions (“Gaussianisation”)
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With the first of them, the minimum and maximum range for the input variables are determined
from the training events and used afterwards to linearly scale these variables to lie within a range of
[−1,+1]. Such a transformation turns out to be useful in order to directly compare the classifica-
tion weights assigned to the variables, where large absolut values may indicate a strong separation
power.

Several classifiers, for instance rectangular cuts, underperform in presence of variable correla-
tions, while other classifiers as the projective likelihood classifier even ignore correlations at all,
leading to noticeable performance losses in most real scenarios [205]. Linear correlations can be
easily taken into account by computing the square root of the covariance matrix, i.e. by finding the
matrix C ′ that multiplied with itself yields C: C = (C ′)2 [206]. This can be achieved by means
of diagonalising the (orthogonal) covariance matrix D,

D = STCS
(C′)2≡C

=⇒ C ′ = S
√
DST , (7.1)

where D is a diagonal matrix and S orthogonal. With
√
D the square root of all entries is meant,

i.e.
√
D = diag(

√
d1, . . . ,

√
dn) ∈ Rn×n. The linear decorrelation of the selected variables is

then obtained by multiplying the initial variable tuple x by the inverse of C ′,

x 7→ (C ′)−1x . (7.2)

It is important to note that the decorrelation as sketched above only works properly for linearly
correlated and Gaussian distributed variables [205].

A rather similar preprocessing method is the principal component decomposition or principal
component analysis (PCA) [207, 208]. It is a linear transformation that rotates a sample of data
points such that the maximum variability is visible, thus identifying the most important gradients.
Within the PCA-transformed coordinate system, the largest variance irrespective of a particular
projection of the data is identified with the first coordinate, hence denoted by the first principal
component. Going on, the second largest variance comes to lie on the second coordinate, et cetera.
Consequently, with PCA it is possible to reduce the dimensionality of a problem initially given by
the number of input variables by simply removing dimensions with an insignificant variance. The
tuples

xPC
U (i) =

(
xPC
U,1(i), . . . , xPC

U,Nvar
(i)
)

(7.3)

of principal components of a tuple of input variables x(i) = (x1(i), . . . , xNvar(i)), measured for
the event i belonging to either signal (U = S) or background (U = B), are obtained by the
transformation

xPC
U,k(i) =

Nvar∑
l=1

(xU,l(i)− x̄U,l) v
(k)
U,l , ∀k = 1, . . . , Nvar , (7.4)

with the tuples x̄U and v
(k)
U being the sample means and the eigenvectors, respectively. The matrix

of eigenvectors VU =
(
v(1)U , . . . ,v

(Nvar)
U

)
then obeys the relation

CU · VU = DU · VU , (7.5)

where C again is the covariance matrix of the sample U and DU is the diagonal matrix of eigen-
values. With this transformation linear correlations for Gaussian distributed variables can be elim-
inated [205].

Since PCA is indeed not very different from the linear decorrelation discussed above, both
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7.2. BDT analysis

methods have been introduced. However, in the analysis only PCA has been used for handling
correlated variables. At the moment, in fact only two methods can be applied for both the training
and the evaluation of a fully trained and tested BDT in TMVA at all, namely the normalisation
method and the principal component decomposition. The first one does not fully meet the require-
ments as in this stage of the analysis special attention is not placed on a dedicated investigation of
the single variables’s performance but rather on probing the BDT for the tt̄Z 1-lepton channel on
the whole. Therefore merely the PCA preprocessing has been used in order to improve the BDT’s
performance.

7.1.4. Performance

BDTs are widely used in high energy physics, for example for the reconstruction of physical
objects at the ATLAS detector (cf. Chap. 5) or as analysis tool for various analyses. Since not
much tuning is required in order to obtain reasonable results, they are considered as the best “out
of the box” classifiers. This gets favoured by the simplicity of the methods where each training
step, i.e. node splitting involves only a one-dimensional cut optimisation. Another advantage of
decision trees is their insensitivity to poorly discriminating variables. For each node splitting only
the best discriminating variables is used so that non-discriminating variables are basically ignored
by the decision tree training algorithm. In addition, a BDT does not need to have as many training
events as other multivariate techniques such as artificial neural networks in order to provide good
results, especially in case of quite complex correlations among the input variables [205].

To sum up, compared to a cut-based analysis, mutlivariate algorithms like the BDT have the
advantage of selecting hyperplanes in variable space which can be identified as signal-like events.
The subsequent signal and background event classification is based on a majority vote, taking into
account all individual decision trees which have been trained. The final BDT can be visualised as
a forest of them with each having different node properties, one exemplary shown in Fig. 7.1. The
events’s output weight, called BDT response, ranging from −1 to +1, can then be interpreted as a
new variable that can be subjected to a final analysis step.

7.2. BDT analysis

As stated at the end of Sec. 6.5, the previously presented results indicate that only poor separation
of signal and background can be achieved by conventional means, for example cut&count meth-
ods. Therefore, more sophisticated analysis techniques are explored. In this analysis a boosted
decision tree is trained for each signal region separately to provide an optimally separating vari-
able. A first attempt has been done trying to separate the signal from the dominant tt̄ background.

7.2.1. BDT configuration

In order to improve the performance of the BDT classifier for a given problem, multiple configu-
ration options have to be tuned. Due to its robustness, in this analysis the Gradient Boost method
has been applied on bagged sample fractions, therefore using stochastic gradient boosting to en-
hance the stabilisation of the BDT response by smearing over statistical fluctuations in the training
samples (cf. Sec. D.2). To further enhance the algorithm’s robustness a shrinkage parameter dif-
ferent from one has been introduced raising the classifier’s accuracy by slightly modifying the
weights of the individual trees (cf. Sec. D.2). As separation type the mostly used Gini Index has
been chosen. To avoid overtraining on statistical fluctuations in the input datasets, the depth of
the decision trees is limited by restricting both the maximal number of nodes in a tree as well as
the minimal allowed number of events left in a leaf node. In doing so it is important to walk the

95



7. Multivariate Analysis

fine line between not fully tapping the full potential of the BDT classifier and overtraining, each
leading to significant lack of performance. Next, the number of trees to be trained applying the
boosting procedure had to be set, where a reasonable tradeoff had to be found between a suffi-
ciently high mixing rate of the input events and an overshoot in computing time. The input events
are randomly mixed before being put into the BDT classifier in order to prevent from being biased
by the order in which the events are stored in the training samples. The input events are split
into two fractions, one for the training of the multivariate classifier and the other one for testing
its outcome, resulting in four different event fractions in total as this procedure is done for both
signal and background events, naturally. In order to provide a maximally unbiased training, the
events are again randomly picked for testing and training. If the number of signal and background
events are not equal, the event numbers are adjusted to each other since the BDT classifier needs
to have the same amount of signal and background events, respectively. The cut values at the
particluar nodes are optimised by scanning over the variable range with a granularity that has to
be given to the algorithm, a compromise between computing time and step size has to be made.
Furthermore, during the training negative event weights, which can occur in simulated datasets
generated by some specific Monte Carlo generators, e.g. MADGRAPH5_AMC@NLO [123], are
ignored because otherwise the training might reveal peculiar results due to reweighting issues that
might occur during the boosting procedure. The configuration parameters which turned out to suit
best, are listed in Tab. 7.2.

BDT parameter Optimal value

Boosting algorithm Gradient Boost
Shrinkage parameter 0.1
Bagged sample fracton 0.5
Separation type Gini Index
Maximal tree depth 3
Minimal node size 2.5 %
Number of trees 400
Cut granularity 20 bins

Tab. 7.2.: Summary of the BDT configuration parameters which turned out to suit best. Only those
parameters are listed that have not yet been mentioned in the text. The minimal node
size is given as the percentage of the original sample size.

7.2.2. Discriminating variables

For each signal region a separate classifier has been trained whose configuration parameters are
adjusted according to those listed in Tab. 7.2. Therefore, a set of variables, which more or less
well discriminate between the tt̄Z signal and the tt̄ background, has been defined and serves as an
input for the construction of the BDT output variable. A list of all variables used for the exclusive
and inclusive signal regions for the discrimination between tt̄ and tt̄Z is given in Tab. 7.3. As
some variables behave differently depending on whether the selection criteria for an exclusive or
an inclusive signal region are applied, two different sets of discriminating variables have been
investigated. A short physical motivation for each variable will be given in the following.

As the probability of gluon irradiation goes with αns , where n is the number of radiated gluons,
it decreases with the amount of gluon emission provided that αs < 1. Hence, the jet multiplicity
in tt̄Z events is typically higher than in tt̄ events. In order to be selected, in tt̄ events at least one
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inclusive SRs exclusive SRs

pT(1st jet) pT(1st jet)
pT(5th jet) pT(5th jet)
pT(6th jet) pT(6th jet)
HT HT

H lep
T H lep

T

ST ST

mW
T mW

T

mreco
inv (Z) mreco

inv (Z)
mreco

T (Z) mreco
T (Z)

preco
T (Z) precoT(Z)
mreco

inv (tt̄) mreco
inv (tt̄)

mreco
T (tt̄) mreco

T (tt̄)
mreco

inv (thad) mreco
inv (thad)

mreco
inv (tlep) mreco

inv (tlep)
∆R(add. jets) ∆R(add. jets)
∆Rtt̄Z(add. jets) ∆Rtt̄Z(add. jets)
logLKLFitter logLKLFitter

pT(7th jet) –
N(jets) –
N(b-jets) –
N(b-jets)/N(jets) –

Tab. 7.3.: List of all input variables for the BDT training in order to separate the signal from the
dominant tt̄ background. The last four variables from above are used only within the
inclusive signal regions as the (b-)jet multiplicity are constant quantities in the exclusive
signal region and they thus cannot be trained on (cf. Fig. 7.3). As can be observed
in Fig. 7.5c, the transverse momentum of the seventh jet in an event has a too small
discrimination in the exclusive signal regions for which reason it is just used within the
inclusive ones. The reconstructed invariant and transverse quantities are indicated with
“inv” and ”T” as subscript, respectively.

gluon must have already been emitted, whereas in tt̄Z events the first two additional jets stem from
the Z boson decay. Thus, the chance to observe another gluon emission for signal events is much
more likely than for tt̄, as indicated by the different jet multiplicities in Fig. 7.3. As these variables
are constant within exclusive signal regions, the depicted images show the distributions of SR1 and
SR2, respectively. Though, this criterion can only be applied in the two inclusive signal regions,
naturally. Since the Z boson decays to about 15 % into a pair of b-quarks, the b-jet multiplicity is
also higher than for the tt̄ background as there only two b-quarks are expected. Consequently, the
ratio of the numbers of b-jets and jets in an event differs for signal and background, respectively.
Fig. 7.6 shows the HT variable which is equal to the scalar sum of all transverse jet momenta in
an event. As signal events have on average a higher jet multiplicity, also the sum of momenta will
be slightly higher. The Z boson is either radiated from one of the top quarks or from the whole tt̄
system, hence the tt̄ system is supposed to carry more momentum as it would have gained in case
of a gluon radiation due to the stronger recoil. Therefore, the jets of the final state have higher
momenta, thus enhancing the discrimination power of HT. Another two variables, H lep

T and ST

which are the scalar sum of all transverse momenta of all jets and leptons and the scalar sum of
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all transverse momenta in an event, respectively, exhibit the same behaviour as shown in Fig. 7.4b
and 7.4c.

In events containing a real Z boson the sum of momenta of their decay products is higher than
for jets originating from gluons, since the Z boson transfers its whole energy to the two selected
additional jets when decaying (cf. Fig. 7.4d). Of course, these discrepancies can also be observed
for the transverse momenta of the two jets separately (cf. Fig. 7.4e and 7.4f). For the transverse
mass of the Z boson, defined as

m2
T = E2 − p2

T = m2 + p2
z , (7.6)

depicted in Fig. 7.5a, the discrimination originates from the difference in the invariant masses
of a Z boson and a gluon which amount to about 91 GeV and 0 GeV, respectively. As for the
radiation of a real Z boson much more energy is needed than for gluon emission, the transverse
mass of the whole tt̄ system is on average higher for tt̄Z than for tt̄ events, which is illustrated
in Fig. 7.5b. A seventh jet is investigated regarding its momentum. Every gluon emission takes a
certain amount of energy and momentum away, consequently further gluon radiations will be less
energetic. However, this feature can only be made use of in the inclusive signal regions, as for
the exclusive ones it either delivers not enough discrimination power or even cannot be applied
in SR3 due to the selection criteria on the jet multiplicity. (cf. Fig. 7.5c). Because of the big
mass difference between the top quark and its decay products, the jet with the highest transverse
momentum in a given event is assumed to belong to one of the top quark decay chains. Due to
stronger recoil from a real Z boson this jet should have an even larger momentum in tt̄Z events
than for the tt̄ background, which is illustrated by Fig. 7.5d.

Besides kinematic variables, separation between tt̄Z and tt̄ can be observed when looking at the
difference in angular space between the decay products of the Z boson, ∆R(add. jets), depicted in
Fig. 7.5e, as the angle between the decay products of particles that propagate with high momentum
is smaller than for less boosted particles. A similar behaviour can be seen in Fig. 7.5f, which shows
again the angular difference between the decay products of the Z boson but in the rest frame of
the tt̄Z system.

Furthermore, discrimination power has been observed for the invariant masses of the Z boson,
both the top quark from the hadronic and leptonic decay chain, as well as for the invariant mass
of the combined tt̄ system and the transverse mass of the W boson. The corresponding illus-
trations are presented in Fig. 7.6a – 7.6e. Also the logarithm of the KLFitter likelihood shows
different slopes for the tt̄Z signal and tt̄ background, as can bee seen in Fig. 7.6f, which is further
investigated in Sec. 6.6.

For the other signal regions, the corresponding images of all variables are depicted in Fig. E.9 –
E.17. All the presented variables do not discriminate much on their own, though in combination
they provide better separation power.

7.2.3. BDT training results

When training a BDT, a test for overtraining is immediately done using a randomly mixed subset
of the training events as mentioned in Sec. 7.2. The results of training and testing is shown in
Fig. 7.7 for SR2, whereas the corresponding pictures for the other signal regions are depicted in
Fig. E.18. On the left side of the images, the BDT response is shown for signal in blue and for
background in red, where the coloured dots represent the training outcome and the coloured areas
depict the results after the BDT training had been tested. On the right side the so-called receiver
operating characteristic (ROC) curve is plotted for both the training in dark cyan and for its test
in black. In the presented form the ROC curve shows the relation between the efficiencies of
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background rejection and signal acceptance reflecting the performance of a binary classifier. For a
classifier yielding no discrimination at all, the corresponding ROC curve would be a straight line
with a ROC integral(2) of 0.5, whereas a perfect classifier would have a rectangular ROC curve
with a ROC integral of 1 [205]. As the shapes of the BDT response composed of the dots and the
areas, respectively, are in good agreement, overtraining could be prevented for all signal regions.
This observation is enforced by the almost perfect superposition of the training and testing ROC
curves.

During the training at each node a cut is set on the respective variable with the highest discrim-
ination power, thus the importance of the input variables thoughout the whole training procedure
can be determined. This ranking might differ from the order in discrimination power, which has
been generated before the training only by looking on the overlap of the shapes of the input vari-
ables given in Sec. 7.2.2. The listings of the variable rankings after training are presented in
Tab. F.1 for all signal regions, whereas the corresponding ranking before the training is given in
Tab. F.2.

7.2.4. BDT evaluation

After the training has been successfully tested, the trained classifiers are evaluated for each back-
ground and the signal sample, respectively. The results of the BDT evaluation for SR2 are shown
in Fig. 7.8, while the corresponding pictures of the other signal regions are depicted in Fig. E.20.
On the left side of these images, all considered backgrounds are stacked on top of each other while
the signal is plotted before with a red line. In order to make the impact of the BDT evaluation
visible, signal and backgrounds are normalised to their respective number of entries. In contrast,
the right side shows the significance when scanning from the left to right trough the distributions.
On both sides, the dashed arrow marks the BDT response value on which a cut must be set in
order to gain the maximum significance. Furthermore, the actual cut value is given within the
significance plots together with the corresponding significance and the formula with which it has
been calculated. In order to quantify the enhancement of separation power achieved with the BDT,
in Tab. 7.4 the corresponding significance values for all signal regions are listed. The significance
has been calculated three times for each signal region according to Eq. (6.2) with either no error,
only a statistical error or with both a statistical and systematic error on the input values. Assuming
no uncertainties, the significance has been increased by a factor of roughly 18 % for the inclusive
signal regions and 12 % for the exclusive signal regions, respectively, with respect to the cut-based
analysis. Statistical uncertainties have almost no influence, lowering the results by only 0.002.
The assumption of 30 % systematic uncertainties again reduces the significance within all signal
regions by a factor of approximately 12 % as for the cut-based results in Tab. 6.6. However, the
increase in significance with respect to cut-based results remains the same as for significances cal-
culated without any uncertainty imposed, namely 18 % for inclusive signal regions and 12 % for
exclusive signal regions.

7.2.5. Variable decorrelation

It likely happens that some variables are more or less correlated to each other, as it can be seen
in Fig. E.23 – E.26, depicting the situation for each signal region, respectively. In particular, this
occurs for variables which either share a rather similar definition, for exampleHT,H lep

T and ST, or
are kinematically related to each other, as pT(5th jet), pT(6th jet) and pT(Z). As such correlations
possibly reduce the performance of a classifier, thus, in order to counteract some preprocessing
can be applied on the input samples (cf. Sec. 7.1.3).
(2) The ROC integral is calculated from the area beneath the ROC curve.
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SR1 SR2 SR3 SR4

significance 2.627 2.842 1.118 1.090
significance (stat. err.) 2.625 2.840 1.116 1.088
significance (stat. & syst. err.) 2.305 2.495 0.981 0.957

Tab. 7.4.: Summary of the increase in sensitivity achieved by evaluating the trained BDT classi-
fiers, listed for all signal regions. The calculation of the statistical significance according
to Eq. (6.2) has been done with either no uncertainties, only the statistical uncertainties
or both the statistical and systematic uncertainties, assuming a systematic uncertainty
of 30 %. The significance values are commonly given in units of the gaussian standard
deviation σ.

In this analysis the PCA preprocessing method has been applied on the most correlated input
variables before the training of the classfiers for all signal regions, leading to the training results
depicted in Fig. 7.9 for SR2 and in Fig. E.19 for the other signal regions. With the decorrelation
procedure a very small increase in the ROC integral and thus in the performance of the BDT train-
ing could be achieved, though the distributions for training and testing show a similar behaviour
to those without variable decorrelation. As for the training without a decorrelation preprocessing
presented in Sec. 7.2.3, the training with decorrelated input variables has not run into overtraining.
The corresponding variables rankings are presented in Tab. F.3 – F.4.

The newly trained BDT classifiers have been evaluated on all Monte Carlo simulation samples,
resulting in the distributions and the corresponding significance plots shown in Fig. 7.10 for SR2
and in Fig. E.21 for the other signal regions. As before, for each signal region the corresponding
increase in sensitivity and the significance value which has been calculated according to Eq. (6.2).
In Tab. 7.5 the results are shown. With the variable decorrelation a further increase in significance

SR1 SR2 SR3 SR4

significance 2.606 2.877 1.114 1.096
significance (stat. err.) 2.604 2.874 1.112 1.094
significance (stat. & syst. err.) 2.287 2.525 0.977 0.962

Tab. 7.5.: Summary of the increase in sensitivity achieved by evaluating the trained BDT classi-
fiers, listed for all signal regions. Before the BDT training a variable decorrelation has
been performed. The calculation of the statistical significance according to Eq. (6.2)
has been done with either no uncertainties, only the statistical uncertainties or both the
statistical and systematic uncertainties, assuming a systematic uncertainty of 30 %. The
significance values are commonly given in units of the gaussian standard deviation σ.

could be achieved for SR2 by 1.2 % and for SR4 by 0.6 % with respect to the undecorrelated BDT
training. On the contrary, for SR1 and SR3 the significance even decreased by 0.8 % and 0.04 %,
respectively. While for only statistical uncertainties only a very low decrease in significance can be
noticed, systematic uncertainties of 30 % lowers the calculated significance in each signal region
by a factor of around 12 % as for the cut-based results in Tab. 6.6 or the results from BDT training
and evaluation without variable decorrelation (cf. Tab 7.4). Due to the poor increase in separation
power between signal and background contributions the preprocessing of the input variables has
not been proven to be too beneficial, for which reason it will not be applied anymore in further
studies.
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Fig. 7.3.: Illustration of jet multiplicity (cf. Fig. (a), (b)), the b-jet multiplicity (cf. Fig. (c), (d)) and
the ratio of both (cf. Fig. (e), (f)) for the tt̄Z signal and the dominant tt̄ background. On
the left side the situation for SR1 is shown, whereas on the right side SR2 is shown. All
distributions are normalised to total number of events in order to compare their shapes.
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Fig. 7.4.: Illustration of HT in the upper left figure (Fig. (a) and of H lep
T (Fig. (b)), ST (Fig. (c)),

preco
T (Z) (Fig. (d)), pT(5th jet) (Fig. (e)) and of pT(5th jet) (Fig. (e)), respectively. All

distributions are shown for SR2 and are normalised to total number of events in order to
compare their shapes.
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Fig. 7.5.: Illustration of mreco
T (Z) in the upper left figure (Fig. (a) and of mreco

T (tt̄) (Fig. (b)),
pT(7th jet) (Fig. (c)), pT(1st jet) (Fig. (d)), ∆R(add. jets) (Fig. (e)) and of
∆Rtt̄Z(add. jets) (Fig. (f)), respectively. All distributions are shown for SR2 and are
normalised to total number of events in order to compare their shapes.
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7. Multivariate Analysis
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Fig. 7.6.: Illustration of mreco
inv (Z) in the upper left figure (Fig. (a) and, of mreco

inv (thad) (Fig. (b)),
mreco

inv (tlep) (Fig. (c)), mreco
inv (tt̄) (Fig. (d)), mW

T (Fig. (e)) and of logLKLFitter (Fig. (f)),
respectively. All distributions are shown for SR2 and are normalised to total number of
events in order to compare their shapes.
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7.2. BDT analysis
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Fig. 7.7.: Presentation of the BDT training results for the second signal region, depicting the BDT
response (Fig. (a)) for signal in blue and for background in red, respectively, and the
corresponding ROC curves for training and testing (Fig. (b)). Both training and testing
seems to be in good agreement, thus showing no indication of overtraining.
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Fig. 7.8.: Presentation of the BDT evaluation for the second signal region, depicting the evaluated
BDT response (Fig. (a)) and the corresponding significance curve (Fig. (b)) for an in-
tegrated luminosity of 36.1 fb−1. Both signal and backgrounds are normalised to their
respective number of events, thus illustrating the achieved separation. The dashed arrow
indicates the optimal cut on the BDT response.
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7. Multivariate Analysis
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Fig. 7.9.: Presentation of the BDT training results for the second signal region, depicting the BDT
response (Fig. (a)) for signal in blue and for background in red, respectively, and the
corresponding ROC curves for training and testing (Fig. (b)). Both training and testing
seems to be in good agreement, thus showing no indication of overtraining. Before the
BDT training a variable decorrelation has been performed.
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Fig. 7.10.: Presentation of the BDT evaluation for the second signal region, depicting the evaluated
BDT response (Fig. (a)) and the corresponding significance curve (Fig. (b)) for an in-
tegrated luminosity of 36.1 fb−1. Both signal and backgrounds are normalised to their
respective number of events, thus illustrating the achieved separation. The dashed ar-
row indicates the optimal cut on the BDT response. Before the BDT training a variable
decorrelation has been performed.
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8. Sensitivity studies towards 100 fb−1

This analysis is contributing to the ATLAS sensitivity studies focussing on new analyses and
techniques for top quark studies which likely lead to new or more precise results regarding mea-
surements of the top quark cross section, mass or properties, using the whole Run 2 dataset which
corresponds to 100 fb−1.

8.1. Cut-based analysis

After the event yields in Tab. 6.5 are scaled to the increased luminosity, the increase in sensitivity
and the corresponding significances have been calculated. As all event yields are scaled up to
100 fb−1 with a constant factor, the tt̄-to-tt̄Z ratio stays the same as for 36.1 fb−1, naturally. In
contrast, the significance considerably increases due to the structure of Eq. (6.2). The results are
summarised in Tab. 8.1, including the significance determined imposing either no uncertainties,
only statistical uncertainties or both statistical and systematic uncertainties on the input values.
The significance values calculated with only statistical uncertainties are slightly smaller than those

SR1 SR2 SR3 SR4

tt̄/tt̄Z 216.97 217.87 317.89 194.92
decrease w.r.t. theory [%] 78.12 78.01 67.94 80.34

significance (no err.) 3.680 4.018 1.652 1.626
significance (stat. err.) 3.678 4.016 1.651 1.624
significance (stat. & syst. err.) 3.229 3.526 1.450 1.427

Tab. 8.1.: Summary of the increase in sensitivity achieved by applying the selection criteria given
above, listed for all signal regions for an integrated luminosity of 100 fb−1. The cal-
culation of the statistical significance according to Eq. (6.2) has been done with either
no uncertainties, only the statistical uncertainties or both the statistical and systematic
uncertainties, assuming a systematic uncertainty of 30 %. The significance values are
commonly given in units of the gaussian standard deviation σ.

without any uncertainty, as expected. The inclusion of a systematic uncertainty of 30 % lowers the
resuls more noticably, namely by a factor of 12 %. It could be noticed that the ratio between the
significances of teh particular signal regions remains the same for 100 fb−1 as it is for 36.1 fb−1.

8.2. BDT analysis

The evaluation of the BDT classifiers trained on each signal region is repeated for the lifted lu-
minosity, resulting in the BDT response distributions and significance plots depicted in Fig. 8.1
for SR2 and in Fig. E.22 for the other signal regions. As for the training of the BDT classifier
the luminosity, which is a constant multiplicative factor, is not of importance but much more the
shapes and correlations of the input variables, the training procedure has not been repeated. The
significance values have been determined using Eq. (6.2) imposing either no error, only a statis-
tical error or with both a statistical and systematic error on the input values. The results for all
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8. Sensitivity studies towards 100 fb−1
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Fig. 8.1.: Presentation of the BDT evaluation for the second signal region, depicting the evaluated
BDT response (Fig. (a)) and the corresponding significance curve (Fig. (b)) for an in-
tegrated luminosity of 100 fb−1. Both signal and backgrounds are normalised to their
respective number of events, thus illustrating the achieved separation. The dashed arrow
indicates the optimal cut on the BDT response.

signal regions are given in Tab. 8.2. As for 36.1 fb−1, the significance has been increased by a
factor of roughly 18 % for the inclusive signal regions and 12 % for the exclusive signal regions,
respectively, with respect to the cut-based analysis. Also statistical uncertainties have almost no
influence, whereas the assumption of 30 % systematic uncertainties again reduces the significance
within all signal regions by a factor of approximately 12 % as for the cut-based results in Tab. 6.6.
However, the increase in significance with respect to cut-based results remains the same as for sig-
nificances calculated without any uncertainty imposed, namely 18 % for inclusive signal regions
and 12 % for exclusive signal regions.

SR1 SR2 SR3 SR4

significance 4.372 4.730 1.860 1.815
significance (stat. err.) 4.369 4.728 1.858 1.811
significance (stat. & syst. err.) 3.836 4.152 1.633 1.593

Tab. 8.2.: Summary of the increase in sensitivity achieved by evaluating the trained BDT clas-
sifiers, listed for all signal regions for an integrated luminosity of 100 fb−1. The cal-
culation of the statistical significance according to Eq. (6.2) has been done with either
no uncertainties, only the statistical uncertainties or both the statistical and systematic
uncertainties, assuming a systematic uncertainty of 30 %. The significance values are
commonly given in units of the gaussian standard deviation σ.

However, as stated in Sec. 6.4, the assumption of only 30 % systematic uncertainty might be too
optimistic for the two inclusive signal regions, especially for SR1. Therefore, it has been probed
how large the systematic uncertainty may be in order to still have a significance of at least 3σ,
i.e. to claim evidence. This has been done only for the most promising signal region SR2. It
turned out that evidence can be claimed for a systematic uncertainty of up to 140 %, which would
be a rather pessimistic estimation of the systematic uncertainties arising from experimental and
theoretical sources.
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9. Systematic uncertainties

In Sec. 6.4 and 8.1, various results for the expected significance have been stated in Tab. 6.6
and Tab. 8.1, respectively. These values have been calculated imposing either no uncertainties,
only statistical uncertainties or both statistical and systematic uncertainties on the respective event
yields used for the calculations. The statistical uncertainties have been directly taken from the
event yields assuming Poisson statistics with a simultaneous consideration of the Monte Carlo
weights, whereas a constant value of 30 % is presumed for the estimation of systematic uncertain-
ties. Although not a full evaluation involving all uncertainties is done within this analysis, an up-
and down-variation for the most important systematic uncertainties is performed separately. The
goal is to determine this source of uncertainty which has the largest impact on the result of the
BDT evaluation.

9.1. Experimental uncertainties

The term systematic uncertainties comprises a multitude of uncertainties on the experimental
methods for data acquision, calibration and correction as well as theoretical uncertainties on the
modelling of signal and brackground processes. Technically, to each systematic uncertainty one
or more parameters are assigned to quantify and model its impact on the number of selected events
and their kinematics.

The integrated luminosity used for normalisation of simulated events is assigned with an un-
certainty of 2.1 %, derived from a calibration of the luminosity scale using x-y beam-separation
scans [209]. As stated in Sec. 3.4, a lot of supplementary scattering processes happen alongside
the hard interactions of interest, referred to as pile-up. In order to reflect the observations in data
with the Monte Carlo simulations, a pile-up reweighting (PRW) is applied to which one uncer-
tainty parameter is assigned. Experimental uncertainties related to muons are considered for the
muon momentum calibration and the efficiency corrections on muon identification, isolation, and
trigger selection [163], each represented by one parameter. Similarly, systematic uncertainties
associated to electrons are taken into account for the electron calibration [166] and electron ef-
ficiency corrections on reconstruction, identification, isolation, and trigger selection [167]. For
the jet vertex tagging, one systematic parameter represents uncertainties related to the statistical
precision and choice of the Monte Carlo generator in the measurements and residual contamina-
tion from pile-up jets [210]. Furthermore, several systematic parameters are considered for the
b-tagging calibration, representing uncertainties on the b-jet and c-jet efficiency and light-flavour
jet mistag efficiency measurements [192, 193], respectively. Further systematic uncertainties re-
lated to jets not being investigated here are systematic components from the jet energy scale (JES)
and the jet energy resolution (JER) [180]. Uncertainties on the measurement and reconstruction
of missing transverse energy [195] are also not taken into account. However, as those systematic
uncertainties are expected to give major contributions, they shall be investigated soon.

9.2. Theoretical uncertainties

In order to estimate the impact of uncertainties related to the top quark background, the nomi-
nal Monte Carlo samples are evaluated against datasets with varied generator settings or samples
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9. Systematic uncertainties

produced with alternative generators [211]. To account for uncertainties due to the coice of differ-
ent Monte Carlo generators for the dominant tt̄ background process, the nominal POWHEG event
generator is compared to AMC@NLO, where the modelling of the parton shower, hadronisation
and underlying event is performed by HERWIG++ using the UEEE5 tune. For the description of
hadronisation in tt̄ two differentent models are compared, namely on the one hand the Lund string
model [114, 150] implemented in PYTHIA 6, and on the other hand the cluster fragmentation
model [115] used in HERWIG++. The hard scatter interaction is simlulated with POWHEG both
times (cf. Sec. 4.3). In the hadronic environment of the LHC, additional radiation in the initial and
final state occurs very likely. In order to estimate the effects of a change in the amount of initial
and final state radiation on the BDT output, different parameters have been varied within the nom-
inal tt̄ Monte Carlo simulation to allow for an increase or decrease in QCD radiation [212]. The
uncertainty on the treatment of interference between tt̄ and the Wt-channel of single top quark
production is estimated by comparing the diagram removal (DR) and diagram subtraction (DS)
schemes which are used to subtract interferences contributions from simulated tW events. Fur-
thermore, the uncertainties on the theoretical predictions of the production cross sections of tt̄ and
tt̄Z are evaluated by varying the normalisation of the respective processes within the theoretical
boundaries.

9.3. Impact of systematic uncertainties on analysis

In the following the impact of the systematics which tend to most distort the result of the BDT
evaluation is to be found. Therefore, in a first step the behaviour of several systematics on the input
variables of the BDT classifier is investigated. Due to the excellent resolution of the electromag-
netic calorimeter and the muon spectrometer, the experimental uncertainties on both the electron
and muon measurement are negligibly small, inducing deviations of not even a few percent. Thus,
they are not further investigated. However, systematic uncertainties related to jets have a greater
impact on the distributions of the input variables, so they are taken into account furthermore. In
Fig. 9.1 the impact of the uncertainties on the b-tagging procedure is depicted for the tt̄Z signal
process as well as for the dominant tt̄ background in SR2. The corresponding pictures for SR1
can be found in Fig. E.27. Exemplary shown is one parameter with the largest impact for the
uncertainty on the b-jet and c-jet tagging efficiency as well as on the light jet mistag efficiency
for the ratio of b-jet multiplicity and the number of all jets in an event, respectively, exhibiting
considerably deviations of higher than 20 %. It turns out that all other parameters from each cate-
gory can be neglected since they do not significantly contribute. Rather small changes are caused
by the uncertainties related to the jet vertex tagging and to the pile-up reweighting procedure, re-
spectively, resulting in a variation of hardly a few percent which is smaller than the corresponding
statistical uncertainties. Thus, they are not considered further. The uncertainty on the integrated
luminosity of 2.1 %, resulting in a constant shift of the whole distributions, is very small compared
to theoretical uncertainties and therefore not further investigated.

The impact of theoretical systematics in SR2 is shown in Fig. 9.2 on the basis of the inverse mass
of the reconstructed top quark belonging to the leptonically decaying W boson. The correspond-
ing illustrations for the other signal regions are depicted in Fig. E.28 and E.29, respectively. The
largest difference between the curves can be noticed comparing different Monte Carlo generators
for parton shower modelling (cf. Fig. 9.2c) which amounts up to 40 % or even more. Deviations
of the same order of magnitude arise for the comparison of the diagram removal and diagram
subtraction techniques applied for the single top Wt-channel. However, although the discrepancy
between the distributions for diagram removal and diagram subtraction are fairly high, its actual
impact should be quite low because single top producton is by far not the most dominant back-

110



9.3. Impact of systematic uncertainties on analysis

ground process. Additional QCD radiation as well as the comparison of different Monte Carlo
generators for the hard scatter interactions has an impact of about 10–20 % (cf. Fig. 9.2a and 9.2b)
on the distribution shape. Despite the uncertainties of the different Moten Carlo generators for the
hard interaction, all theoretical uncertainties turn out to not only vary in the absolute amount of
events, but also in the shape of the distributions. It is remarkable that in SR3 the systematic varia-
tions for additional QCD radiation (cf. Fig. E.28c) and the hard scatter simulation (cf. Fig. E.28d)
are in very good agreement with the nominal shape despite from statistical fluctuations in regions
with a low event multiplicity. A possible reason could be the limitation to six jets in SR3 and there-
fore a more accurate simulation of the hard interaction due to the reduced amount of additional
partons with respect to the other signal regions. The uncertainties on the theoretical calculations
of the tt̄ and tt̄Z cross sections have been taken together in such a way that the maximal devi-
ation from the nominal value is obtained by summing up all deviations in each direction. Thus,
with the numbers stated in Sec. 2.3.1.2, the overall uncertainty on the tt̄ cross section amounts
to −7.7 %/ + 6.6 %. With the same approach the overall uncertainty on the tt̄Z cross section is
−16.9 %/+ 15.5 % using the values from Sec. 2.4. Both uncertainties result in a horizontal shift
of the distributions. From the systematic parameters which are left for further studies the theoreti-
cal systematics seem to affect the nominal input variables more profoundly than the experimental
systematics which have been so far investigated.

After the evaluation of the BDT on the respective Monte Carlo samples, the systematics with
a non-negligible impact on the input variables have been investigated regarding their influence on
the BDT. It appears that the three experimental uncertainties from the b-tagging calibration pro-
cedure seem to be reduced by the BDT training as their fluctuations around the nominal value
lie now within the statistical uncertainties, as depicted in Fig. 9.3 for SR2 and in Fig. E.30 for
SR1. On the contrast, the theoretical uncertainties significantly influence the distribution of the
BDT response as depicted in Fig. 9.4 for SR2. The corresponding illustrations for the other sig-
nal regions are depicted in Fig. E.31 and E.32, respectively. However, the deviation from the
nominal shape for additional QCD radiation (cf. Fig. 9.4a) and for the comparison of diagram
removal and subtraction (cf. Fig. 9.4d) increased a bit, whereas the impact of the comparison of
different generators for the hard interaction seems to stay the same (cf. Fig. 9.4b). In contrast,
uncertainties on the parton shower modelling decreased as shown in Fig. 9.4c to around 30 %. As
for the input variables, in SR3 the shapes of the nominal and the systematic distribution are in
very good agreement for additional QCD radiation (cf. Fig. E.31c) and the hard scatter interaction
(cf. Fig. E.31d), albeit for the latter a slight tendency to the left is noticed for the green shape.
Non-linear variations of the shapes can still clearly be seen for additional QCD radiation and the
comparison of diagram removal and subtraction. On the contrary, for the parton shower modelling
the ratio between nominal and systematic variation has a more horizontal slope after the evalua-
tion of the BDT. In addition, the uncertainties on the cross sections of tt̄Z and tt̄ give rise to a
horizontal shift of the distributions, as explained above. The uncertainties on the tt̄ cross section
is considerably smaller than other theoretical uncertainties wherefore its impact is reasonably low.
Due to the small amount of signal events the impact of the uncertainties on the signal cross section
should be also rather small.
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9. Systematic uncertainties
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Fig. 9.1.: Illustration of the impact of the largest systematic uncertainties on the b-tagging calibra-
tion, shown for the ratio of the b-jet multiplicity to the number of all jets in an event
in SR2. The two upper images show the distributions for the most striking systematic
parameter for the b-jet efficiency (cf. Fig. (a), (b)). In the middle, the situation for the
relevant parameter for the c-jet efficiency is depicted (cf. Fig. (c), (d)) and on the bottom
the siginificant parameter for the light jet mistag rate is shown (cf. Fig. (e), (f)). The
black line depicts the nominal distribution, whereas the red and the blue line represent
the up and down variation, respectively. On the left side the situation for the tt̄Z signal
is illustrated, whereas on the right side the dominant tt̄ background is depicted.
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9.3. Impact of systematic uncertainties on analysis
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Fig. 9.2.: Illustration of the impact of theoretical uncertainties for the dominant tt̄ background and
the Wt-channel of single top quark production in SR2, shown for mreco

inv (tlep). In the
upper part, in Fig. (a) the impact of additional QCD radiation is shown and in Fig. (b)
the comparison of different Monte Carlo generators for the simulation of the hard scatter
event. Below, Fig. (c) depicts the comparison of different Monte Carlo generators for the
parton shower modelling while Fig. (d) illustrates the comparison between diagram re-
moval and diagram subtraction. The black line depicts the nominal distribution, whereas
the red and the blue line represent the up and down variation, respectively. The shape
depicted in green shows the behaviour of the alternative Monte Carlo generator.
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Fig. 9.3.: Illustration of the impact of the largest systematic uncertainties on the b-tagging calibra-
tion, shown for the BDT response in SR2. The two upper images show the distributions
for the most striking systematic parameter for the b-jet efficiency (cf. Fig. (a), (b)). In
the middle, the situation for the relevant parameter for the c-jet efficiency is depicted (cf.
Fig. (c), (d)) and on the bottom the siginificant parameter for the light jet mistag rate is
shown (cf. Fig. (e), (f)). The black line depicts the nominal distribution, whereas the
red and the blue line represent the up and down variation, respectively. On the left side
the situation for the tt̄Z signal is illustrated, whereas on the right side the dominant tt̄
background is depicted.

114



9.3. Impact of systematic uncertainties on analysis

BDT response

E
ve

nt
s

0

10000

20000

30000

40000

50000

60000 ttbar_PowPy6
ttbar_PowPy6_radHi
ttbar_PowPy6_radLo

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+

t t

 min6Jets, min1bJets 

BDT response

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

S
ys

t./
N

om
.

0.6
0.8

1
1.2
1.4

(a)

BDT response

E
ve

nt
s

0

10000

20000

30000

40000

50000

60000

70000

80000

ttbar_aMcAtNloHerwigPP

ttbar_PowHerwigPP

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+  min6Jets, min1bJets 

BDT response

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

S
ys

t./
N

om
.

0.6
0.8

1
1.2
1.4

(b)

BDT response

E
ve

nt
s

0

10000

20000

30000

40000

50000

60000

70000

80000

ttbar_PowPy6
ttbar_PowHerwigPP

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+  min6Jets, min1bJets 

BDT response

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

S
ys

t./
N

om
.

0.6
0.8

1
1.2
1.4

(c)

BDT response

E
ve

nt
s

0

500

1000

1500

2000

2500

SingleTop_PowPy6_DR

SingleTop_PowPy6_DS

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+  min6Jets, min1bJets 

BDT response

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

S
ys

t./
N

om
.

0.6
0.8

1
1.2
1.4

(d)

Fig. 9.4.: Illustration of the impact of theoretical uncertainties on the BDT response for the dom-
inant tt̄ background and the Wt-channel of single top quark production in SR2. In the
upper part, in Fig. (a) the impact of additional QCD radiation is shown and in Fig. (b)
the comparison of different Monte Carlo generators for the simulation of the hard scatter
event. Below, Fig. (c) depicts the comparison of different Monte Carlo generators for the
parton shower modelling while Fig. (d) illustrates the comparison between diagram re-
moval and diagram subtraction. The black line depicts the nominal distribution, whereas
the red and the blue line represent the up and down variation, respectively. The shape
depicted in green shows the behaviour of the alternative Monte Carlo generator.
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10. Conclusion

In this analysis, first studies on the measurement of the production cross section of top quark
pairs in association with a Z boson in the 1-lepton channel have been presented, using proton-
proton collision data at a centre-of-mass energy of 13 TeV recorded by the ATLAS experiment at
the LHC in the years 2015 and 2016. In contrast to multi-lepton channels, the 1-lepton channel
suffers from the huge amount of tt̄+jets background events which exceeds the tt̄Z signal by a
factor of roughly 1000. However, a major advantage is the enhanced amount of signal events due
to the high branching ratio of the hadronic decay of the Z boson. Both signal and background
processes are modelled with Monte Carlo simulations, which have been scaled to an integrated
luminosity of 36.1 fb−1 corresponding to the total proton-proton collision data taken by ATLAS
in the years 2015 and 2016.

First, a dedicated event selection has been designed, mainly based on jet multiplicities, in order
to enrich signal events. Afterwards, the tt̄Z system has been kinematically reconstructed using
the KLFitter tool [200, 201], which permutes all possible assignments of the jets in an event to the
partons of the signal signature. For each permutation a likelihood function, which depends on the
transverse energies and momenta of the permuted jets, is calculated. In the end, the permutation
which yields the maximum likelihood value for a given event is assumed to be the physical correct
one. For this purpose, the KLFitter likelihood function for the tt̄ lepton+jets channel has been
modified by adding a further mass term for the Z boson. The KLFitter algorithm has been tested
on its performance revealing a decreasing capability of correctly relating the jets to the final state
quarks they actually belong to with an increasing number of b-tagged jets in an event. A possible
improvement of the reconstruction is to not only consider kinematic quantities as the transverse
momentum or the energy of a jet, but also to take angular variables into account.

A total of four signal regions has been defined, which depend on the number of jets and b-
tagged jets in an event, respectively. In the first signal region, denoted by SR1, events must have at
least six jets irrespective of the b-jet multiplicity, whereas the second signal region, labelled SR2,
additionally requires at least one b-jet. Furthermore, two exclusive regions have been defined
requiring exactly two b-jets, referred to as SR3 and SR4, respectively. Events of SR3 have exactly
six jets and events of SR4 are required to have exactly seven jets.

Within the signal regions variables which discriminate between the signal and the huge tt̄+jets
background have been studied. These contain simple event-based variables like the sum of the
transverse momenta of all jets in an event, HT, as well as quantities from the reconstruction,
for example the invariant masses of the reconstructed top quarks and the Z boson. In addition,
more sophisticated variables as angular relations between certain objects in specific rest frames
have been explored. As none of the variables which have been found to give a reasonable sepa-
ration has a sufficient discrimination power for a single-variable fit or to set an appropriate cut,
all variables are combined into one output variable of a multivariate classifier. For this purpose,
the Toolkit for Multivariate Analyses (TMVA) [205] has been used. In this analysis a so-called
boosted decision tree (BDT) has been trained on a set of 21 and 17 input variables for the two in-
clusive and exclusive signal regions, respectively. When growing the decision tree, the algorithm
performs yes-/no-decisions by setting cuts on the most discriminating variable at each splitting
point. Based on the respective set of input variables, the BDT classifiers have been optimised
with respect to their ROC values by the tuning of several setting parameters. The ROC value is a
measure for the discrimination power of a BDT and defined as the integral of the area beneath the
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10. Conclusion

receiver operator characteristic (ROC) curve, which shows the relation between signal efficiency
and background rejection. No overtraining, i.e. training on statistical flucutaions of the input
datasets, could be observed. After the evaluation of the trained classifiers a cut on the BDT output
has been defined yielding the maximum significance value. The statistical significance Z, i.e. the
probability that an observed excess is caused by the presence of signal and is not originating from
statistical fluctuations of the background, has been calculated according to

Z =
S√

S +B + ∆B
, (10.1)

where S and B denote the number of signal and background events and ∆S and ∆B represent
their statistical errors, respectively. With the help of boosted decision trees, the significance could
be increased by at most 18 % with respect to the cut-based analysis for the inclusive signal regions
SR1 and SR2, whereas the increase is limited to 12 % for the exclusive signal regions SR3 and
SR4. In case of an assumed systematic uncertainty of 30 % the significance of the respective signal
regions is lowered by roughly 12 %.

Furthermore, in order to handle strongly correlated input variables given to the BDT, a decor-
relation procedure has been explored. The here applied PCA decorrelation transforms the input
datasets into the eigenspace of variances. As this has not enhanced the sensitivity for the tt̄Z sig-
nal at all, variable decorrelation via PCA is not further pursued. However, another decorrelation
algorithm might deliver better results, but due to the limited application spectrum of TMVA this
cannot be realised in the moment.

In Tab. 10.1 a summary of the results for all signal regions before and after the BDT evaluation
with an assumed systematic uncertainty of 30 % is given. It also includes the outcome for the
BDT evaluation at 100 fb−1, which corresponds to the expected amount of data which the ATLAS
detector will have recorded by the end of the LHC Run 2. According to the results in Tab. 10.1,
SR2 has throughout turned out to deliver the best results. Applying only the selection criteria of
the respective signal regions results in a maximum significance of somewhat above 2σ in SR2 for
36.1 fb−1. This could be increased by the training and evaulation of a BDT to almost 2.5σ which
is still below evidence. However, a more promising result is expected when using the whole Run
2 dataset resulting in a significance above 4σ. Though, assuming 30 % of systematic uncertainties
might be too optmistic, the amount of uncertainty to still have evidence (3σ) has been estimated
yielding an allowed uncertainty of 140 % on the background which seems to be achievable.

SR1 SR2 SR3 SR4

36.1 fb−1 cut-based 1.939 2.119 0.871 0.858
BDT 2.305 2.495 0.981 0.957

100 fb−1 cut-based 3.229 3.526 1.450 1.427
BDT 3.836 4.152 1.633 1.593

Tab. 10.1.: Summary of the significances achieved by the cut-based analysis and by evaluating the
trained BDT classifiers at an optimal cut on the BDT repsonse for both 36.1 fb−1 and
100 fb−1. The calculation of the statistical significance according to Eq. (10.1) has
been done assuming a systematic uncertainty of 30 % at this stage of the analysis. The
significance values are commonly given in units of the gaussian standard deviation σ.

In a final step a qualitative investigation of the systematic uncertainties with the most signifi-
cant impact on the analysis has been performed. Experimental uncertainties on the electron and
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muon measurement as well as uncertainties on the jet vertex tagging procedure and the pile-up
reweighting have been found to be negligibly small. The only experimental uncertainties which
have a noticeable impact on the input variables of the BDT are three parameters from b-tagging
calibration. However, they can be absorbed into statistical fluctuations after the evaluation of the
multivariate classifier. Uncertainties on the jet energy scale and the jet energy resolution which are
assumed to significantly influence the final results are not yet taken into account. On the contrary,
theoretical uncertainties originating from the comparison of different Monte Carlo generators for
the modelling of specific physical processes like parton showers and QCD radiation in the top
quark backgrounds are not reduced in BDT output compared to the input variables. The shape and
rate uncertainties on the BDT output due to different amounts of QCD radiation and due to the use
of either diagram removal and diagram subtraction in the single topWt-channel, amounts roughly
20 %, respectively. However, since single top quark production is not the dominant background,
its uncertainties should not have a too big influence. Uncertainties of 40 % from the comparison
of different parton shower modelling algorithms are slightly reduced from around 40 % for the
input variables down to approximately 30 % in the BDT output, exhibiting almost no impact on
the shape. In contrast, the uncertainties on the BDT output due to the use of different Monte Carlo
generators for the hard scatter interaction yields quite smaller deviations of roughly 10 %. A spe-
cial behaviour could be noticed for the third signal region, where the impact of additional QCD
radiation and of different Monte Carlo generators for the simulation of the hard scatter interaction
is very small compared to the other signal regions. Finally, uncertainties on the theoretical calcu-
lations of the production cross sections of the tt̄Z signal and the dominant tt̄Z+jets background
are found to play a minor part due to the quite precise calculations. Altogether, the systematic
uncertainties originating from theoretical issues have been turned out to have the largest impact on
the distributions of both the input variables and the BDT response itself.

In order to reach 5σ, improvements have to be done, of course. Most urgently an improvement
of the reconstruction of the tt̄Z system is necessary. Instead of the bare cut on the BDT output,
a fit of background and signal to the BDT distribution has to be performed including all relevant
systematic uncertainties. An important task will be the reduction of experimental and theoretical
systematic uncertainties exploiting instruments, for example particle-flow jets [213]. In particular,
an improved simulation of additional partons by the Monte Carlo generators for the dominant
backgrounds should lower the uncertainties on QCD radiation and possibly also parton shower
modelling. Additionally, a (data-driven) estimation of the backgrounds arising from QCD multijet
production as well as from the associated production of W bosons with jets has to be done.

However, with this analysis the foundations for the measurement of the production cross sec-
tion of top quark pairs in association with a Z boson in the 1-lepton channel have been laid.
The application of multivariate analysis techniques has been proven to be beneficial, revealing
a considerable increase in significance. Although the amount of data yet collected seems not to
be sufficient, for the whole Run 2 dataset at least evidence can be expected allowing for a huge
systematic uncertainty of 140 %.
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A. Top quark pair production at the LHC

As explained in Sec. 2.3.1, there are two different mechanisms to produce top quarks: The single
top quark production via the electroweak interaction and the top quark pair production via the
strong interaction. At hadron colliders as the LHC, the strong force is the main source for top
quarks at the LHC. This happens either through the annihilation of a quark and an antiquark or
the fusion of two gluons. In order to determine which one of the two alternatives is the dominant
process at the LHC at

√
s = 13 TeV, the momentum fractions the incoming partons have to carry

to produce a top quark pair system proves to be beneficial. The square of the centre-of-mass energy
of two colliding partons is equal to the squared sum of their four-momenta,

s = (pa + pb)
2 , (A.1)

where the momentum of a parton i can be expressed in terms of the fraction xi of the proton’s
momentum. In the relativistic limit the momentum of the proton is equal to the beam energy, so
the momenta of the two partons can be rewritten as

pa =


xa
0
0
xa

 · Ebeam pb =


xb
0
0
xb

 · Ebeam . (A.2)

In order to produce a top quark pair,
√
s has to be at least equal to the rest mass of the top quark

pair system,
s = (pa + pb)

2 ≥ (2mtop)2 . (A.3)

For simplicity it is assumed that both partons carry a similar momentum fraction (xa ≈ xb). The
momentum fraction required to create a top quark pair is thus given by

x ≥ 2mtop√
s

=
mtop

Ebeam
(A.4)

with
√
s = 2Ebeam denoting the centre-of-mass energy of the LHC collider. For a given centre-

of-mass energy of 13 TeV and an assumed top quark mass of 172.5 GeV the momentum fraction
a parton has to carry is about 0.027. Since there are much more gluons than (sea) quarks at such
low momentum fractions in a proton (cf. Fig. 2.4), the main top quark pair production mechanism
at the LHC is the gluon-gluon fusion, contributing with approximately 90 %. For the associated
top quark pair production with a Z boson the momentum fraction a parton has to carry is about
0.0035 since the mass of a Z boson has in addition to be considered. However, the gluon-gluon
fusion is still by far the dominant production mechanism.

The total number of top quark pairs at the LHC can be calculated from the respective production
cross section and the total integrated luminosity, using (3.4). With a luminosity of 36.1 fb−1 and
the theoretical top quark pair production cross section of σtt̄ = 832 pb (cf. Sec. 2.3.1.2), this
corresponds to roughly 30 million top quark pair events produced in the 2015+2016 data taking
period. Similarly, approximately 30 000 top quark pairs in assocation with a Z boson have been
produced, reflecting the thousandfold suppression of this process with respect to the bare top quark
pair production.
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B. The KLFitter transfer functions

The detector reponse caused by a traversing particle is in general a non-symmetric distribution
around the true value. In particular, the calorimeter tends to rather measure less energy than
actually deposited, e.g. due to dead material or within specific regions with a poor coverage. This
depends of course on the detector geometry, but also on the energy of the incoming particle. Hence,
the detector response depends on both the energy and a angular component, e.g. η. Therefore the
detector resolution is generally parametrised by so-called transfer functionsW (Ẽi|Ei), which give
the probability density of a measured value given the true value in different η and energy bins. In
other words, a transfer function is defined as the conditional probability W (xreco|xtruth) to obtain
a certain response after reconstruction, xreco, given the true value, xtruth. They are normalised to
unity, ∫

dxreco W (xreco|xtruth) = 1 , (B.1)

meaning that given a true value there will always be a reconstructed one [214].
The parametrisation of the transfer functions for the energies of the measured particles is done

separately for different types of objects distinguished in electrons, muons, light jets, b-jets and neu-
trinos (respectively missing transverse energy). They are modelled by double Gaussian functions,

W (∆E) =
1√

2π(p2 + p3p5)

[
exp

(
−(∆E − p1)2

2p2
2

)
+ p3 exp

(
−(∆E − p4)2

2p2
5

)]
(B.2)

with
∆E =

Etruth − Ereco

Etruth
, (B.3)

where the parameters pi are functions of the particle’s true energy Etruth
(1) and parametrised ac-

cording to the detector resolution. Depending on the parameter, this dependence can be either
proportional to the inverse of the square-root of the true energy as for parameter p2 with

p2 =
a2

Etruth
+ b2 , (B.4)

or linear in the true energy of the particle as for all other parameters, i.e.

pi = ai + bi · Etruth . (B.5)

With these assumptions, ten parameters ai and bi have to be derived separately for each object.
For the neutrino simple Gaussian functions are used.

The transfer functions are derived from reconstructed objects which are matched to the corre-
sponding truth particles requiring a unique match with ∆R(xreco, xtruth) =

√
∆η2 + ∆φ2 < 0.3.

For the derivation of the transfer functions a two-dimensional binned likelihood fit within three
different η-regions is used. One dimension corresponds to the energy of the reconstructed objects
and the other dimension is the relative difference of the energies ∆E, where the latter is calcu-
lated using events simulated by Monte Carlo. The η-regions considered are (0.0 < |η| < 1.0),

(1) The unit for Etruth used in the parametrisation is GeV.
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B. The KLFitter transfer functions

(1.0 < |η| < 1.7) and (1.7 < |η| < 2.5), and are motivated by the detector geometry. The energy
of the reconstructed objects is subdivided into ten bins, depending on the statistics in a single bin
in order to minimise statistical uncertainties. For each bin of energy, the relative energy deviation
∆E is then fitted with a double Gaussian using a first loose range of fit parameters. Afterwards, the
parameters pi of the double Gaussians are further fitted in global fit depending on the truth energy.
These globally fitted parameters are used to define the transfer functions (cf. equation (B.2)). As
an example, Fig. B.1 shows the relative energy deviations obtained from Monte Carlo simluations
as well as the local double Gaussian fit, its two components and the result of the global fit for light
quarks in B.1a and b-quarks in B.1b.
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2000
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(b)

Fig. B.1.: In both plots the parametrisation of the transfer functions with a double Gaussian
(brown), its subcomponents divided into the two Gaussians (green, blue) and the global
fit (red) with the error band (yellow) can be seen. The Monte Carlo derived rela-
tive energy deviation is depicted by the black crosses, implicating statistical errors.
In Fig. (a) the transfer function of light quarks in η-range (0.0 < |η| < 1.0) and
energy range (130 GeV < E < 160 GeV) is shown, whereas Fig. (b) depicts the
transfer function of bottom quarks in η-range (0.0 < |η| < 1.0) and energy range
(130 GeV < E < 160 GeV) [215].
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C. Reconstruction of the neutrino momentum

An accurate knowledge of the full neutrino momentum is nessecary when entirely reconstructing
the tt̄Z system. As mentioned in section 6.3.1, due to momentum conservation in the transverse
plane, only the x- and y-components of the neutrino momentum are known by the measurement
of the missing transverse momentum.

For the kinematic fit, boundaries are set to the different entries of the neutrino momentum vector,
namely pνx as well as pνy are constrained to stay in the range of −100 GeV < pνi < 100 GeV,
whereas for pνz the boundaries are extended to ±1000 GeV. As a starting value for the tranverse
momentum components the measured missing energy is used, i.e. pνx = Emiss

x and pνy = Emiss
y .

During the fit they are further constrained by Gaussian transfer functions (cf. appendix B), which
confine them to the range of Emiss

x,y − σ < pνx,y < Emiss
xy + σ, where σ is the deviation due to the

finite width of the transfer functions.

However, the z-component of the neutrino momentum cannot be directly measured, wherefore
it has to be calculated separately. The neutrino originates from the leptonically decay of W boson,
thus the invariant mass of the leptonically decaying W boson is used for the calculation.

Using four-momentum conservation,

pW = pν + pl . (C.1)

Squaring equation (C.1),

m2
W =

(
pν + pl

)2

= (pν)2 + (pl)2 + 2pνpl

= m2
ν +m2

l + 2
(
EνEl − ~p ν~p l

)
≈ m2

l + 2
(
EνEl

)
− 2

(
pνxp

l
x + pνyp

l
y + pνzp

l
z

)
, (C.2)

where m2 = E2 − ~p 2 = p2 and mν ≈ 0 had been made use of.
Defining

α := m2
W −m2

l + 2
(
pνxp

l
x + pνyp

l
y

)
, (C.3)

equation (C.2) can be rewritten as

α = 2El
√

(pνx)2 + (pνy)2 + (pνz)2 − 2plzp
ν
z , (C.4)

which, after rearranging its terms, reads

α

2
+ plzp

ν
z = El

√
(pνx)2 + (pνy)2 + (pνz)2 . (C.5)

Now, squaring equation (C.5) gives

α2

4
+ (plz)

2(pνz)2 + α · plzpνz = (El)2
[
(pνx)2 + (pνy)2 + (pνz)2

]
, (C.6)
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C. Reconstruction of the neutrino momentum

or, sorting after pνz ,

(pνz)2
[
(plz)

2 − (El)2
]

+ pνz

[
α · plz

]
+
α2

4
− (El)2

[
(pνx)2 + (pνy)2

]
. (C.7)

With this quadratic formula of the form

A · x2 +B · x+ C = 0 (C.8)

the following substitutions are made:

A := (plz)
2 − (El)2 (C.9a)

B := α · plz (C.9b)

C :=
α2

4
− (El)2

[
(pνx)2 + (pνy)2

]
(C.9c)

Thus, equation (C.7) is solved by

pνz =
−B ±

√
B2 − 4AC

2A
. (C.10)

Since the z-component of neutrino momentum is only quadratically constrained by the W boson
mass (cf. equation (C.2)), the two solutions are equivalent. During all the calculations the mass of
the W boson is treated as a constant as it is well-known from previous measurements.

Equation (C.10) has either zero, one or two solutions depending on the value of the discriminant

D := B2 − 4AC . (C.11)

In case of D being negative, the solutions are imaginary and therefore not taken into account for
further calculations. For very small values of typically

√
D < 1 · 10−6 the whole expression under

the square root is set to zero. So only for reasonable positive values of D both solutions are taken
into account. In that case, the maximisation of the likelihood(1) is done for both solutions. The
one giving rise to the higher likelihood value is finally taken as the z-component of the neutrino
momentum.

At this point everything is prepared and the actual fit begins. In order to receive the highest
possible likelihood value of the single event besides all parton energies, the x- and y-components
of the neutrino momentum are smeared according to their Gaussian transfer function. Since no
transfer function exists for pνz , it is varied in a way that the mass of the W boson stays constant
under smearing pνx and pνy .

(1) Or, equivalently, minimisation of the negative logarithm of the likelihood
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D. Boosting algorithms in TMVA

Boosting is a way of enhancing classification performance of a weak multivariate methods by
sequentially applying the multivariate algorithm to the reweighted (“boosted”) training data, i.e.
each tree is trained on a different reweighting of the training dataset. This procedure also in-
creases the stability with respect to statistical fluctuations within the training sample. Introduced
in the early ’90s, it dramatically increases the performance of classification techniques in most
cases [205].

D.1. AdaBoost

The most popular boosting algorithm is the so-called AdaBoost [216, 217] (adaptive boost). Each
object in the training set is labelled either with yi = +1 or −1 and has an initial weight w(1),i,
i = 1, . . . , N set to 1

N , where the sum of weights is normalised to unity,

N∑
i=1

w(1),i = 1 . (D.1)

The idea is to assign higher weights to misclassified events from the recent training, i.e. give
them higher priority for the selection cuts in the training of the following tree. Starting with the
original event weights when training the first decision tree f(x;w(1)) with x being a tuple of
input variables , the subsequent tree is then grown from the the same events as before, but with
the new event weights including a boost weight αk. The boost weight αk is derived from the
misclassification rate ε from the previous tree f(x;w(k)),

αk :=
1

2
ln

(
1− ε
ε

)
, (D.2)

and is used to derive the new event weights for the subsequent training,

w(k+1),i ← w(k),i · exp

[
−
αkf(xi;w(k))yi

Zk

]
, (D.3)

where Zk is a normalisation factor chosen in order to keep the sum of weights constant,

N∑
i=1

w(k+1),i = 1 . (D.4)

The final BDT is then the weighted average of all individual decision trees,

F (x) =
K∑
k=1

αk · f(x;w(k)) . (D.5)

Defining the result of an individual classifier as h(x) encoded for signal and background as
h(x) = +1 and −1, respectively, the boosted event classification is then given by the sum over all
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D. Boosting algorithms in TMVA

classifiers in the collection,

H(x) =

K∑
k=1

αk · hk(x), (D.6)

where small (large) values for H(x) indicate a background (signal) like event.
AdaBoost performs best on weak classifiers, small individual trees with a depth of two or three

nodes with almost no discrimination power. The performance can oftenly further enhanced by
enforcing a slow learning and instead allwoing a large number of boost steps. The learning rate of
the AdaBoost algorithm is therefore controlled by a parameter β which is given as an exponent to
the boost weight α→ αβ .

D.2. Gradient Boost

Another boosting technique which has been applied in this analysis, is the so-called Gradient
Boost [218, 219]. The idea of estimating functions via boosting can be understood by consid-
ering an additive expansion approach. The function F (x) under consideration is assumed to be
a weighted sum od parametrised base functions f(x;wk), so-called weak learners. Each base
function in this expansion corresponds to a decision tree

F (x;P ) =

K∑
k=0

akf(x;wk) ; P ∈ {ak;wk}K0 . (D.7)

The boosting procedure is employed to adjust the parameters P in such a way that the deviation
between the model response F (x) and the true value y obtained from the training sample is min-
imised. A measure of the deviation is the loss function L(F, y), a popular choice being a squared
error loss

L(F, y) = (F (x)− y)2 . (D.8)

The previous method, AdaBoost, is based on exponential loss,

L(F, y) = eF (x),y , (D.9)

leading to the reweighting algorithm described in Section D.1, where it explicitly enters in equa-
tion (D.3). A shortcoming of exponential loss is the lack of robustness in presence of outliers or
mislabelled data points. Therefore, the performance of AdaBoost is expected to worsen within a
noisy environment.

In contrast, the Gradient Boost algorithm attempts to overcome this weakness by applying other,
potentially more robust loss functions which in addition do not reduce the good out-of-the-box
performance. Currently implemented in TMVA for the Gradient Boost is a binomial logarithmic-
likelihhod loss,

L(F, y) = ln
(

1 + e−2F (x)y
)

. (D.10)

The boosting algorithm that corresponds to this loss function cannot be obtained in a straighfor-
ward manner, so a steepest desecent(1) approach has been chosen in order to do the minimisation.
In doing so, the current gradient of the loss function is calculated. Afterwards, a regression tree(2)

whose leaf values are adjusted to match the mean value of the gradient in each region, defined
by the tree structure, is grown. Iterating this process leads to the desired set of desicion trees

(1) or gradient descent, hence the name
(2) More details on regression techniques can be found in [205].
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D.3. Bagging

minimising the loss function. Therefore, Gradient Boost can be adapted to any differentiable loss
function.

In the following a schematic of the algorithm will be given. Starting with a training set
{(xi, yi)}Ni=1 of N input variables xi and their corresponding output variables yi, the goal is to
find an approximation F̂ (x) to a function F (x) that minimises the expected (or average) value
of some specifed differentiable loss function L(F (x), y) on the training set. The Gradient Boost
method assumes a real-valued y and seeks an approximation F̂ (x) in the form of a weighed sum
of functions h(x), called weak learner:

F (x) =
K∑
k=1

γkhk(x) + const. (D.11)

As a starting point, the model is initialised with a constant value,

F0(x) = arg min
γ

N∑
i=1

L(yi, γ) . (D.12)

Henceforth, the model incrementally expands, i.e. for each setp k = 1, ldots,K a so-called
pseudo-residual

rik = −
[
∂L(yi, F (xi))

∂F (xi)

]
F (x)=Fk−1(x)

for i = 1, . . . , N (D.13)

is calculated to which a weak learner hk(x) is fitted, meaning to train it using {(xi, rik)}Ni=1 as a
training set. The multiplier γk is computed by solving the following one-dimensional optimisation
problem:

γk = arg min
γ

N∑
i=1

L(yi, Fk−1(xi) + γhk(xi)) (D.14)

After each auch step the model gets updated,

Fk(x) = Fk−1(x) + γkhk(x) , (D.15)

resulting in the final outcome FK(x).
Just like AdaBoost, Gradient Boost works best on weak classfiers, small individual decision

trees with a tree depth of usually at most four nodes. The algorithm’s robustness can be enhanced
by reducing the learning rate through the shrinkage parameter which controlles the the individ-
ual tree weights. With a small shrinkage more trees have to be grown, but the accuracy of the
prediction in difficult settings can be significantly improved.

Sometimes a bagging-like resampling procedure called stochastic gradient boosting [220], using
random subsamples of the training events might be beneficial for the Gradient Boost algorithm for
growing decision trees. This technique has been applied on top of Gradient Boost within this
analysis, provided by the TMVA framework. Also the sample fraction used in each iteration can
be controlled where typically the best results are obtained for values between 0.5 and 0.8.

D.3. Bagging

Although bagging is not a genuine boosting algorithm, it will be shortly presented in the following,
however, at least due to its application in the stochastic gradient boosting. With the term bagging
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D. Boosting algorithms in TMVA

a resampling technique is denoted in which a classifier is repeatedly trained each time using a
randomly chosen subset of the training events. All individual classifiers are then combined to an
overall classifier representing an average of the individual ones, in general leading to a singificant
increase in performance. Within the resampling procedure events are allowed to be randomly
picked several times from the parent sample. With this method primarily not an enhancement of a
weak classifier in the way of boosting is seeked but rather a stabilisation of the classifier’s response
due to the smearing over statistical representations of the training data.

Just as for boosting, training several classifiers with different resampled training data and com-
bining them afterwards results into an averaged classifier which is more stable with respect to
statistical fluctuations within the training data.
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E. Additional plots

E.1. Signal region definition
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Fig. E.1.: Illustration of the scan through the phase space of (b-)jet multiplicity, divided into exclu-
sive (cf. Fig. (a)) and inclusive (cf. Fig. (b)) selection criteria. Both images exhibit two
promising regions each, in the following referred to as signal regions. The calculation
of the respective singificance values has been done according to the formula depicted
within the images assuming only statistical uncertainties.
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Fig. E.2.: Illustration of the scan through the phase space of (b-)jet multiplicity, divided into exclu-
sive (cf. Fig. (a)) and inclusive (cf. Fig. (b)) selection criteria. Both images exhibit two
promising regions each, in the following referred to as signal regions. The calculation
of the respective singificance values has been done according to the formula depicted
within the images assuming both statistical and systematic uncertainties.
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E. Additional plots

E.2. Reconstruction performance
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Fig. E.3.: Illustration of the KLFitter jet indices for all final state particles in the first signal region.
The two upper images show the two b-jets originating from the top quark decay (cf.
Fig. (a), (b)). In the middle, the indices of two jets of the light quarks from the W boson
decay are depicted (cf. Fig. (c), (d)) and on the bottom the two additional jets arising
from the Z boson decay are shown (cf. Fig. (e), (f)). All distributions are normalised to
total number of events in order to compare their shapes.
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E.2. Reconstruction performance
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Fig. E.4.: Illustration of the KLFitter jet indices for all final state particles in the third signal region.
The two upper images show the two b-jets originating from the top quark decay (cf.
Fig. (a), (b)). In the middle, the indices of two jets of the light quarks from the W boson
decay are depicted (cf. Fig. (c), (d)) and on the bottom the two additional jets arising
from the Z boson decay are shown (cf. Fig. (e), (f)). All distributions are normalised to
total number of events in order to compare their shapes.
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Fig. E.5.: Illustration of the KLFitter jet indices for all final state particles in the fourth signal
region. The two upper images show the two b-jets originating from the top quark decay
(cf. Fig. (a), (b)). In the middle, the indices of two jets of the light quarks from the
W boson decay are depicted (cf. Fig. (c), (d)) and on the bottom the two additional
jets arising from the Z boson decay are shown (cf. Fig. (e), (f)). All distributions are
normalised to total number of events in order to compare their shapes.
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E.2. Reconstruction performance
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Fig. E.6.: Illustration of the jet flavour labels for all final state particles in the first signal region.
The two upper images show the two b-jets originating from the top quark decay (cf.
Fig. (a), (b)). In the middle, the labels of two jets of the light quarks from the W boson
decay are depicted (cf. Fig. (c), (d)) and on the bottom the two additional jets arising
from the Z boson decay are shown (cf. Fig. (e), (f)). All distributions are normalised to
total number of events in order to compare their shapes.
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Fig. E.7.: Illustration of the jet flavour labels for all final state particles in the third signal region.
The two upper images show the two b-jets originating from the top quark decay (cf.
Fig. (a), (b)). In the middle, the labels of two jets of the light quarks from the W boson
decay are depicted (cf. Fig. (c), (d)) and on the bottom the two additional jets arising
from the Z boson decay are shown (cf. Fig. (e), (f)). All distributions are normalised to
total number of events in order to compare their shapes.
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Fig. E.8.: Illustration of the jet flavour labels for all final state particles in the fourth signal region.
The two upper images show the two b-jets originating from the top quark decay (cf.
Fig. (a), (b)). In the middle, the labels of two jets of the light quarks from the W boson
decay are depicted (cf. Fig. (c), (d)) and on the bottom the two additional jets arising
from the Z boson decay are shown (cf. Fig. (e), (f)). All distributions are normalised to
total number of events in order to compare their shapes.
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E.3. Discriminating variables for the BDT
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Fig. E.9.: Illustration of HT on the left side and of H lep
T on the right side, respectively. The two

upper images show the distributions for SR1 (cf. Fig. (a), (b)). In the middle, the
situation in SR3 is depicted (cf. Fig. (c), (d)) and on the bottom SR4 is shown (cf.
Fig. (e), (f)). All distributions are normalised to total number of events in order to
compare their shapes.
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E.3. Discriminating variables for the BDT
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Fig. E.10.: Illustration of ST on the left side and of preco
T (Z) on the right side, respectively. The

two upper images show the distributions for SR1 (cf. Fig. (a), (b)). In the middle,
the situation in SR3 is depicted (cf. Fig. (c), (d)) and on the bottom SR4 is shown
(cf. Fig. (e), (f)). All distributions are normalised to total number of events in order to
compare their shapes.
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Fig. E.11.: Illustration of ST on the left side and of pT(Z) on the right side, respectively. The
two upper images show the distributions for SR1 (cf. Fig. (a), (b)). In the middle,
the situation in SR3 is depicted (cf. Fig. (c), (d)) and on the bottom SR4 is shown
(cf. Fig. (e), (f)). All distributions are normalised to total number of events in order to
compare their shapes.
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Fig. E.12.: Illustration of mreco
T (Z) on the left side and of mreco

T (tt̄) on the right side, respectively.
The two upper images show the distributions for SR1 (cf. Fig. (a), (b)). In the middle,
the situation in SR3 is depicted (cf. Fig. (c), (d)) and on the bottom SR4 is shown
(cf. Fig. (e), (f)). All distributions are normalised to total number of events in order to
compare their shapes.
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Fig. E.13.: Illustration of pT(7th jet) on the left side and of pT(1st jet) on the right side, respec-
tively. The two upper images show the distributions for SR1 (cf. Fig. (a), (b)). In the
middle, the situation in SR3 is depicted (cf. Fig. (c), (d)) and on the bottom SR4 is
shown (cf. Fig. (e), (f)). All distributions are normalised to total number of events in
order to compare their shapes.
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E.3. Discriminating variables for the BDT
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Fig. E.14.: Illustration of ∆R(add. jets) on the left side and of ∆Rtt̄Z(add. jets) on the right side,
respectively. The two upper images show the distributions for SR1 (cf. Fig. (a), (b)).
In the middle, the situation in SR3 is depicted (cf. Fig. (c), (d)) and on the bottom SR4
is shown (cf. Fig. (e), (f)). All distributions are normalised to total number of events in
order to compare their shapes.
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Fig. E.15.: Illustration of mreco
inv (Z) on the left side and of mreco

inv (thad) on the right side, respec-
tively. The two upper images show the distributions for SR1 (cf. Fig. (a), (b)). In the
middle, the situation in SR3 is depicted (cf. Fig. (c), (d)) and on the bottom SR4 is
shown (cf. Fig. (e), (f)). All distributions are normalised to total number of events in
order to compare their shapes.
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Fig. E.16.: Illustration of mreco
inv (tlep) on the left side and of mreco

inv (tt̄) on the right side, respec-
tively. The two upper images show the distributions for SR1 (cf. Fig. (a), (b)). In the
middle, the situation in SR3 is depicted (cf. Fig. (c), (d)) and on the bottom SR4 is
shown (cf. Fig. (e), (f)). All distributions are normalised to total number of events in
order to compare their shapes.
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Fig. E.17.: Illustration of mW
T on the left side and of logLKLFitter on the right side, respectively.

The two upper images show the distributions for SR1 (cf. Fig. (a), (b)). In the middle,
the situation in SR3 is depicted (cf. Fig. (c), (d)) and on the bottom SR4 is shown
(cf. Fig. (e), (f)). All distributions are normalised to total number of events in order to
compare their shapes.
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Fig. E.18.: Presentation of the BDT training results depicting the BDT response on the left side
for signal and background in blue and red, respectively, and the corresponding ROC
curves for training and testing on the right side. The two upper images show the dis-
tributions for SR1 (cf. Fig. (a), (b)). In the middle, the situation in SR3 is depicted
(cf. Fig. (c), (d)) and on the bottom SR4 is shown (cf. Fig. (e), (f)). Both training and
testing seems to be in good agreement, thus showing no indication of overtraining.
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Fig. E.19.: Presentation of the BDT training results depicting the BDT response on the left side
for signal and background in blue and red, respectively, and the corresponding ROC
curves for training and testing on the right side. The two upper images show the dis-
tributions for SR1 (cf. Fig. (a), (b)). In the middle, the situation in SR3 is depicted
(cf. Fig. (c), (d)) and on the bottom SR4 is shown (cf. Fig. (e), (f)). Both training
and testing seems to be in good agreement, thus showing no indication of overtraining.
Before the BDT training a variable decorrelation has been performed.
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Fig. E.20.: Presentation of the BDT evaluation depicting the evluated BDT response on the
left side and the corresponding significance curve for an integrated luminosity of
36.1 fb−1 on the right side. The two upper images show the distributions for SR1
(cf. Fig. (a), (b)). In the middle, the situation in SR3 is depicted (cf. Fig. (c), (d)) and
on the bottom SR4 is shown (cf. Fig. (e), (f)). Both signal and backgrounds are nor-
malised to their respective number of events, thus illustrating the achieved separation.
The dashed arrow indicates the optimal cut on the BDT response.
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Fig. E.21.: Presentation of the BDT evaluation depicting the evluated BDT response on the left
side and the corresponding significance curve for an integrated luminosity of 36.1 fb−1

on the right side. Before the BDT training a variable decorrelation has been performed.
The two upper images show the distributions for SR1 (cf. Fig. (a), (b)). In the middle,
the situation in SR3 is depicted (cf. Fig. (c), (d)) and on the bottom SR4 is shown (cf.
Fig. (e), (f)). Both signal and backgrounds are normalised to their respective number
of events, thus illustrating the achieved separation. The dashed arrow indicates the
optimal cut on the BDT response. Before the BDT training a variable decorrelation has
been performed.
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Fig. E.22.: Presentation of the BDT evaluation depicting the evluated BDT response on the
left side and the corresponding significance curve for an integrated luminosity of
100 fb−1 on the right side. The two upper images show the distributions for SR1 (cf.
Fig. (a), (b)). In the middle, the situation in SR3 is depicted (cf. Fig. (c), (d)) and on the
bottom SR4 is shown (cf. Fig. (e), (f)). Both signal and backgrounds are normalised to
their respective number of events, thus illustrating the achieved separation. The dashed
arrow indicates the optimal cut on the BDT response.
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E. Additional plots

E.6. Variable correlations
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Fig. E.23.: Correlation matrix of the input variables in the first signal region for both the signal
(Fig. (a)) and background (Fig. (b)) input sample.
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Fig. E.24.: Correlation matrix of the input variables in the first signal region for both the signal
(Fig. (a)) and background (Fig. (b)) input sample.
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E.6. Variable correlations
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Fig. E.25.: Correlation matrix of the input variables in the first signal region for both the signal
(Fig. (a)) and background (Fig. (b)) input sample.
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Fig. E.26.: Correlation matrix of the input variables in the first signal region for both the signal
(Fig. (a)) and background (Fig. (b)) input sample.
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E.7. Systematic uncertainties

E.7. Systematic uncertainties
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Fig. E.27.: Illustration of the impact of the largest systematic uncertainties on the b-tagging cali-
bration, shown for the ratio of the b-jet multiplicity to the number of all jets in an event
in SR1. The two upper images show the distributions for the most striking systematic
parameter for the b-jet efficiency (cf. Fig. (a), (b)). In the middle, the situation for
the relevant parameter for the c-jet efficiency is depicted (cf. Fig. (c), (d)) and on the
bottom the siginificant parameter for the light jet mistag rate is shown (cf. Fig. (e), (f)).
The black line depicts the nominal distribution, whereas the red and the blue line rep-
resent the up and down variation, respectively. On the left side the situation for the tt̄Z
signal is illustrated, whereas on the right side the dominant tt̄ background is depicted.
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Fig. E.28.: Illustration of the impact of theoretical uncertainties on the additional QCD radiation
and the simulation of the hard scatter event for the dominant tt̄ background in SR1,
SR3 and SR4, shown for mreco

inv (tlep). On the left side the impact of different amounts
of QCD radiation is illustrated, whereas on the right side the comparison of different
Monte Carlo generators for the hard scatter interaction is depicted. The two upper im-
ages show the distributions for SR1 (cf. Fig. (a), (b)). In the middle, the situation in
SR3 is depicted (cf. Fig. (c), (d)) and on the bottom SR4 is shown (cf. Fig. (e), (f)).
The black line depicts the nominal distribution, whereas the red and the blue line rep-
resent the up and down variation, respectively. The shape depicted in green shows the
behaviour of the alternative Monte Carlo generator.
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Fig. E.29.: Illustration of the impact of the simulation of the parton shower for tt̄ and the differ-
ence between diagram removal and substraction for theWt-channel of single top quark
production in SR1, SR3 and SR4, shown for mreco

inv (tlep). On the left side the compari-
son of different Monte Carlo generators for the parton shower modelling is illustrated,
whereas on the right side the impact of the difference between diagram remvoal and
substraction is depicted. The two upper images show the distributions for SR1 (cf.
Fig. (a), (b)). In the middle, the situation in SR3 is depicted (cf. Fig. (c), (d)) and
on the bottom SR4 is shown (cf. Fig. (e), (f)). The black line depicts the nominal
distribution, whereas the red and the blue line represent the up and down variation,
respectively. The shape depicted in green shows the behaviour of the alternative Monte
Carlo generator.
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Fig. E.30.: Illustration of the impact of the largest systematic uncertainties on the b-tagging cali-
bration, shown for the BDT response in SR1. The two upper images show the distribu-
tions for the most striking systematic parameter for the b-jet efficiency (cf. Fig. (a), (b)).
In the middle, the situation for the relevant parameter for the c-jet efficiency is depicted
(cf. Fig. (c), (d)) and on the bottom the siginificant parameter for the light jet mistag
rate is shown (cf. Fig. (e), (f)). The black line depicts the nominal distribution, whereas
the red and the blue line represent the up and down variation, respectively. On the left
side the situation for the tt̄Z signal is illustrated, whereas on the right side the dominant
tt̄ background is depicted.
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Fig. E.31.: Illustration of the impact of theoretical uncertainties on the additional QCD radiation
and the simulation of the hard scatter event for the dominant tt̄ background in SR2,
shown for the BDT response. On the left side the impact of different amounts of QCD
radiation is illustrated, whereas on the right side the comparison of different Monte
Carlo generators for the hard scatter interaction is depicted. The two upper images
show the distributions for SR1 (cf. Fig. (a), (b)). In the middle, the situation in SR3 is
depicted (cf. Fig. (c), (d)) and on the bottom SR4 is shown (cf. Fig. (e), (f)). The black
line depicts the nominal distribution, whereas the red and the blue line represent the up
and down variation, respectively. The shape depicted in green shows the behaviour of
the alternative Monte Carlo generator.

159



E. Additional plots

BDT response

E
ve

nt
s

0

10000

20000

30000

40000

50000

60000

70000

80000
ttbar_PowPy6
ttbar_PowHerwigPP

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+  min6Jets, min0bJets 

BDT response

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

S
ys

t./
N

om
.

0.6
0.8

1
1.2
1.4

(a)

BDT response

E
ve

nt
s

0

500

1000

1500

2000

2500 SingleTop_PowPy6_DR

SingleTop_PowPy6_DS

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+  min6Jets, min0bJets 

BDT response

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

S
ys

t./
N

om
.

0.6
0.8

1
1.2
1.4

(b)

BDT response

E
ve

nt
s

0

2000

4000

6000

8000

10000

12000

14000

16000

18000
ttbar_PowPy6
ttbar_PowHerwigPP

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+  6Jets, 2bJets 

BDT response

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

S
ys

t./
N

om
.

0.6
0.8

1
1.2
1.4

(c)

BDT response

E
ve

nt
s

0

100

200

300

400

500 SingleTop_PowPy6_DR

SingleTop_PowPy6_DS

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+  6Jets, 2bJets 

BDT response

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

S
ys

t./
N

om
.

0.6
0.8

1
1.2
1.4

(d)

BDT response

E
ve

nt
s

0

1000

2000

3000

4000

5000

6000

7000 ttbar_PowPy6
ttbar_PowHerwigPP

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+  7Jets, 2bJets 

BDT response

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

S
ys

t./
N

om
.

0.6
0.8

1
1.2
1.4

(e)

BDT response

E
ve

nt
s

0

20

40

60

80

100

120

140

160

180
SingleTop_PowPy6_DR

SingleTop_PowPy6_DS

ATLAS Work in Progress
Simulation

 = 13 TeVs 
-1

 L dt = 36.1 fb∫
)µ 1 lepton (e+  7Jets, 2bJets 

BDT response

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

S
ys

t./
N

om
.

0.6
0.8

1
1.2
1.4

(f)

Fig. E.32.: Illustration of the impact of the simulation of the parton shower for tt̄ and the differ-
ence between diagram removal and substraction for theWt-channel of single top quark
production in SR2, shown for the BDT response. On the left side the comparison of dif-
ferent Monte Carlo generators for the parton shower modelling is illustrated, whereas
on the right side the impact of the difference between diagram remvoal and substraction
is depicted. The two upper images show the distributions for SR1 (cf. Fig. (a), (b)). In
the middle, the situation in SR3 is depicted (cf. Fig. (c), (d)) and on the bottom SR4
is shown (cf. Fig. (e), (f)). The black line depicts the nominal distribution, whereas
the red and the blue line represent the up and down variation, respectively. The shape
depicted in green shows the behaviour of the alternative Monte Carlo generator.
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F. Additional tables

F.1. BDT rankings

Ranking SR1 SR2 SR3 SR4

1 pT(1st jet) ∆Rtt̄Z(add. jets) ∆Rtt̄Z(add. jets) ∆Rtt̄Z(add. jets)
2 pT(5th jet) mreco

inv (Z) mreco
inv (Z) mW

T

3 mreco
inv (Z) pT(1st jet) mW

T pT(5th jet)
4 mW

T mW
T pT(5th jet) mreco

inv (Z)
5 HT pT(5th jet) ST ∆R(add. jets)
6 ∆Rtt̄Z(add. jets) logLKLFitter mreco

inv (thad) logLKLFitter

7 mreco
inv (tt̄) N(jets) logLKLFitter preco

T (Z)
8 logLKLFitter mreco

inv (tt̄) mreco
inv (tlep) pT(6th jet)

9 N(b-jets)/N(jets) N(b-jets)/N(jets) pT(6th jet) mreco
inv (thad)

10 N(jets) HT ∆R(add. jets) pT(1st jet)
11 pT(7th jet) preco

T (Z) preco
T (Z) mreco

inv (tlep)
12 preco

T (Z) mreco
inv (thad) mreco

inv (tt̄) ST

13 mreco
inv (thad) ST pT(1st jet) mreco

inv (tt̄)
14 ∆R(add. jets) mreco

T (tt̄) mreco
T (Z) HT

15 N(b-jets) pT(6th jet) HT mreco
T (tt̄)

16 ST pT(7th jet) H lep
T mreco

T (Z)

17 mreco
inv (tlep) mreco

inv (tlep) mreco
T (tt̄) H lep

T

18 pT(6th jet) ∆R(add. jets) – –
19 mreco

T (Z) N(b-jets) – –
20 mreco

T (tt̄) mreco
T (Z) – –

21 H lep
T H lep

T – –

Tab. F.1.: Ranking of the BDT input variables for all signal regions after the training. The rankings
are estimated from the frequency of being used in split decision during training. The last
four positions for the exclusive signal regions are not occupied due to the smaller amount
of input variables.
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F. Additional tables

Ranking SR1 SR2 SR3 SR4

1 pT(5th jet) pT(5th jet) ST ST

2 pT(6th jet) pT(6th jet) H lep
T pT(5th jet)

3 ST ST HT H lep
T

4 HT HT mreco
T (tt̄) HT

5 H lep
T H lep

T mreco
inv (tlep) mreco

T (tt̄)
6 pT(7th jet) pT(7th jet) pT(5th jet) mreco

inv (tt̄)
7 N(b-jets)/N(jets) N(b-jets)/N(jets) mreco

inv (tt̄) pT(6th jet)
8 mreco

inv (thad) mreco
inv (thad) mreco

inv (thad) mreco
inv (tlep)

9 mreco
T (tt̄) N(jets) mW

T mreco
inv (thad)

10 N(jets) mreco
T (tt̄) pT(1st jet) ∆Rtt̄Z(add. jets)

11 mreco
inv (tt̄) mreco

inv (tt̄) logLKLFitter mW
T

12 mreco
inv (tlep) mreco

inv (tlep) preco
T (Z) pT(1st jet)

13 logLKLFitter logLKLFitter ∆Rtt̄Z(add. jets) logLKLFitter

14 pT(1st jet) mreco
T (Z) pT(6th jet) preco

T (Z)
15 mreco

T (Z) pT(1st jet) mreco
T (Z) ∆R(add. jets)

16 ∆Rtt̄Z(add. jets) ∆Rtt̄Z(add. jets) ∆R(add. jets) mreco
T (Z)

17 preco
T (Z) preco

T (Z) mreco
inv (Z) mreco

inv (Z)
18 mW

T N(b-jets) – –
19 N(b-jets) N(b-jets) – –
20 ∆R(add. jets) ∆R(add. jets) – –
21 mreco

inv (Z) mreco
inv (Z) – –

Tab. F.2.: Ranking of the BDT input variables for all signal regions before the training. The rank-
ings are determined from the overlapt of the variables shapes. The last four positions
for the exclusive signal regions are not occupied due to the smaller amount of input
variables.
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F.1. BDT rankings

Ranking SR1 SR2 SR3 SR4

1 N(b-jets) pT(1st jet) pT(1st jet) pT(1st jet)
2 pT(1st jet) ∆Rtt̄Z(add. jets) ∆Rtt̄Z(add. jets) ∆Rtt̄Z(add. jets)
3 logLKLFitter logLKLFitter mW

T logLKLFitter

4 ∆Rtt̄Z(add. jets) N(b-jets) logLKLFitter mW
T

5 HT HT preco
T (Z) mreco

T (Z)
6 pT(7th jet) mreco

T (Z) mreco
T (Z) HT

7 mreco
inv (Z) mW

T H lep
T H lep

T

8 mW
T pT(7th jet) HT preco

T (Z)
9 ST ST mreco

T (tt̄) mreco
T (tt̄)

10 mreco
inv (tt̄) mreco

T (Z) mreco
inv (thad) ∆R(add. jets) [tt̄Z

11 mreco
T (Z) mreco

inv (tt̄) ST mreco
inv (thad)

12 pT(5th jet) pT(5th jet) mreco
inv (tlep) mreco

inv (Z)
13 pT(6th jet) mreco

inv (tlep) pT(5th jet) ST

14 mreco
inv (tlep) H lep

T mreco
T (Z) mreco

inv (tlep)

15 H lep
T pT(6th jet) ∆R(add. jets) pT(5th jet)

16 ∆R(add. jets) [tt̄Z mreco
T (tt̄) pT(6th jet) pT(6th jet)

17 N jets) preco
T (Z) mreco

inv (tt̄) mreco
inv (tt̄)

18 mreco
T (tt̄) N(jets) – –

19 mreco
inv (thad) ∆R(add. jets) – –

20 N(b-jets)/N(jets) N(b-jets)/N(jets) – –
21 preco

T (Z) mreco
inv (thad) – –

Tab. F.3.: Ranking of the BDT input variables for all signal regions after the training. Before the
BDT training a variable decorrelation has been performed. The rankings are estimated
from the frequency of being used in split decision during training. The last four positions
for the exclusive signal regions are not occupied due to the smaller amount of input
variables.
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F. Additional tables

Ranking SR1 SR2 SR3 SR4

1 pT(5th jet) pT(5th jet) ST ST

2 pT(6th jet) pT(6th jet) H lep
T pT(5th jet)

3 ST ST HT H lep
T

4 HT HT mreco
T (tt̄) HT

5 H lep
T H lep

T mreco
inv (tlep) mreco

T (tt̄)
6 pT(7th jet) pT(7th jet) pT(5th jet) mreco

inv (tt̄)
7 N(b-jets)/N(jets) N(b-jets)/N(jets) mreco

inv (tt̄) pT(6th jet)
8 mreco

inv (thad) mreco
inv (thad) mreco

inv (thad) mreco
inv (tlep)

9 mreco
T (tt̄) N(jets) mW

T mreco
inv (thad)

10 N(jets) mreco
T (tt̄) pT(1st jet) ∆Rtt̄Z(add. jets)

11 mreco
inv (tt̄) mreco

inv (tt̄) logLKLFitter mW
T

12 mreco
inv (tlep) mreco

inv (tlep) preco
T (Z) pT(1st jet)

13 logLKLFitter logLKLFitter ∆Rtt̄Z(add. jets) logLKLFitter

14 pT(1st jet) mreco
T (Z) pT(6th jet) preco

T (Z)
15 mreco

T (Z) pT(1st jet) mreco
T (Z) ∆R(add. jets)

16 ∆Rtt̄Z(add. jets) ∆Rtt̄Z(add. jets) ∆R(add. jets) mreco
T (Z)

17 preco
T (Z) preco

T (Z) mreco
inv (Z) mreco

inv (Z)
18 mW

T N(b-jets) – –
19 N(b-jets) N(b-jets) – –
20 ∆R(add. jets) ∆R(add. jets) – –
21 mreco

inv (Z) mreco
inv (Z) – –

Tab. F.4.: Ranking of the BDT input variables for all signal regions before the training. Before the
BDT training a variable decorrelation has been performed. The rankings are determined
from the overlapt of the variables shapes. The last four positions for the exclusive signal
regions are not occupied due to the smaller amount of input variables.
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