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Abstract

This thesis presents studies of the W+W− production with the ATLAS de-
tector at the LHC. The data used was recorded during the year 2012 and
corresponds to an integrated luminosity of 20.1 fb−1. This analysis is fo-
cused on the dileptonic decay channel of the dibosons. The background due
to Z → ττ production is investigated and possible optimizations to sup-
press this background are studied. The background from cosmic muons is
estimated. Results from this thesis contribute to an official ATLAS measure-
ment of the W+W− production cross section, which is in preparation as a
conference contribution.





Zusammenfassung

In dieser Arbeit wird die Produktion von W+W− Bosonpaaren mit dem
ATLAS Detektor am LHC untersucht. Dazu werden Daten verwendet, die
einer integrierten Luminosität von 20.1 fb−1 entsprechen. Die Analyse kon-
zentriert sich auf den leptonischen Zerfallskanal der W+W− Paare. Der von
Z → ττ Zerfällen stammende Untergrund wird untersucht. Dabei werden
mögliche Optimierungen, die diesen Untergrund unterdrücken, systematisch
untersucht. Desweiteren wird der Untergrund durch kosmische Myonen be-
stimmt. Ergebnisse dieser Arbeit tragen zu einer offiziellen ATLAS Messung
des Wirkungsquerschnitts für die Produktion eines W+W− Bosonpaares am
LHC mit dem ATLAS Detektor bei, die allerdings noch nicht komplett ab-
geschlossen ist.
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1 | Introduction

The Standard Model (SM) of particle physics was developed during the mid-
dle of the 20th century. It describes the smallest constituents of matter
and their interactions by the strong, electromagnetic, and the electroweak
forces. These forces are mediated by the 12 gauge bosons. However, it could
not explain the experimentally observed masses of the electroweak W and
Z bosons. In 1964 Robert Brout, Francois Englert, and Peter Higgs, for-
mulated a mechanism which was able to explain the masses of the bosons
[1]. This mechanism introduced a new field to the SM which conserves its
global gauge symmetry. In addition this mechanism predicts a massive spin
0 particle, the Higgs boson.

The Large Hadron Collider is a synchrotron proton-proton collider with a
design center of mass energy of

√
s = 14 TeV. The two largest experiments at

the LHC are the ATLAS and the CMS detector. In August 2012 evidence of
a new boson was found at the ATLAS [2] and at the CMS experiment [3], at a
mass of 125 GeV. On March 14th 2013, CERN confirmed that the discovered
boson is a Higgs boson [4]. The first mass measurement was updated in the
year 2013 using up to 25 fb−1 of proton proton collision data. The result of
this measurement is a Higgs boson mass of 125.5± 0.2 (stat)+0.5

−0.6 (syst)GeV.
This measurement includes the decay of Higgs boson into W+W− pairs.

The W+W− pair production process is one irreducible background in the
channel of the H → W+W− decay. For precise results it is therefore impor-
tant to accurately measure the production cross section of W+W− pairs.

Additionally, a comparison of the measuredW+W− production cross sec-
tion with its theoretical prediction offers a test of the SM. Deviations between
the predicted and the measured cross section could indicate new physics. The
cross section of this process increases with the center of mass energy. There-
fore the high center of mass energy at the LHC offers an opportunity to
search for new physics.
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In this analysis, the W+W− production at a center of mass energy of√
s = 8 TeV in proton proton collisions at the LHC is studied. The full data

recorded during 2012 at the ATLAS experiment is used. The contribution of
the Z → ττ decay is studied and a cut optimization study is presented. The
cosmic muon background is estimated.
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2 | Theoretical Background

2.1 The Standard Model

The SM is a theory that describes the interactions of particle physics very
well. It was first formulated in the middle of the 20th century. The ex-
perimental confirmation of the existence of quarks, like the discovery of the
bottom quark in 1977 [5] and the discovery of the top quark at TeVatron in
1995 [6], was a very important supporting evidence of the SM.

In the SM, the smallest constituents of matter are three generations
of fermions. These particles and their properties are listed in table 2.1.
Each generation has color charged up- and down-type quarks, an electrically
charged lepton, and a neutral lepton-neutrino. Every fermion has its own
anti-particle, with opposite sign and opposite parity [7].

Interactions are described via the basic forces, the electromagnetic, the
weak, and the strong force. The electromagnetic force is responsible for
phenomenas such as light, magnetism or electricity, and is described by the
theory of Quantum Electrodynamics (QED). The massless photon acts as
mediator for the electromagnetic force. The weak force, which is for example
responsible for radioactive decay of particles like the β-decay, is mediated
by massive W± and Z boson, and is described in the theory of Quantum
Flavordynamics (QFD). The electromagnetic and weak force are described
together by the Electroweak Theory (EW). The strong force has eight di-
colored carriers named gluons and it is responsible for the bindings of quarks
to hadrons. The theory of the strong force is Quantum Chromodynamics
(QCD). The Higgs mechanism, which explains the mass of the electroweak
gauge bosons, predicts a further boson, the Higgs boson. The mass of the
Higgs boson was measured at 125.5± 0.2 (stat)+0.5

−0.6 (syst)GeV [8]. Table 2.2
lists the charge and the mass, of the bosons mentioned above.
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Generation Fermion Flavor Charge [e] Mass

1st up quark u +2
3

2.3+0.7
−0.5 MeV

down quark d −1
3

4.8+0.7
−0.3 MeV

electron e −1 0.511 MeV
electron-neutrino νe 0 < 2 eV

2nd charm quark c +2
3

1.275± 0.025 GeV
strange quark s −1

3
95± 5 MeV

muon µ −1 105.7 MeV
muon-neutrino νµ 0 < 0.19 eV

3rd top quark t +2
3

173.5± 0.6± 0.8 GeV
bottom quark b −1

3
4.18± 0.03 GeV

tau τ −1 1776.82± 0.16 MeV
tau-neutrino ντ 0 < 18.2 MeV

Table 2.1: Fermions of the SM and their basic properties [9].

Boson Force Charge [e] Mass

Higgs H 0 125.5± 0.2 +0.5
−0.6 GeV

photon γ electromagnetic 0 < 1 · 10−18 eV
Z electroweak 0 91.1876± 0.0021 GeV
W± electroweak ±1 80.385± 0.015 GeV

gluon g strong 0 0 eV

Table 2.2: Gauge-bosons of the SM [9].

2.2 Lagrangian Formalism in the Standard Model

Dynamics of a physical system can be described by the Lagrangian density L.
In classical mechanics, the Lagrangian is constructed as the difference of the
potential energy and the kinematic energy of a system. In field theory the
Lagrangian is a function of fields, the derivatives of the fields and the spatial
coordinates [10]. The Euler-Lagrange equation determines the dynamics of
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the system and is defined as

∂

∂xµ

(
∂L

∂(∂φ/∂xµ )

)
− ∂L
∂φ

= 0. (2.1)

Here φ are the fields and ∂φ/∂xµ the derivatives of the fields with respect
to the coordinates xµ.

The complete Lagrangian density for the SM can be denoted as the sum-
mation of three terms, the QCD term, the EW term, and the Higgs term:

L = LQCD + LEW + LHiggs. (2.2)

The field theory describing the SM is a gauge field theory. In gauge
theories, the Lagrangian is required to be invariant under a group of local
transformations. The SM contains the inertial symmetries of the unitary
product group SU(3)C × SU(2)L × U(1)Y .

2.2.1 Quantum Chromodynamics

The QCD is invariant under transformation under the group of SU(3)C . The
local symmetry is defined by the color charge, given as the index C. The
color charge is divided in three values, red, blue, and green. Color charged
fermions, namely the quarks, are charged with one color. In contrast, the
interaction boson of the strong force, the gluon, is charged with a color
and an anticolor. Gluons are di-color charged. The symmetry group of the
QCD is SU(N). Therefore there are N2 − 1 generators for this group. For
the gluons this means, there are 6 different di-color charged gluons and two
superpositions of same di-color charged gluons. In sum there are 8 gluons.
However the force between two color-charged particles does not decrease
when they are separated. The binding energy of the particles would rise
to infinitely high values. This principle is called color confinement. This
groups together to hadrons, where a pair of quark and antiquark combine to
a meson, or three quarks combine to a baryon.

The QCD Lagrangian is defined as

LQCD =
∑
k

iq̄kγµ(Dµ − igsGµ
a

λa

2
)qk −

1

4
Ga
µνG

µν
a , (2.3)

where λa are the generators the symmetry group, qk the fields describing
the quarks and q̄k for antiquark fields, γµ the Dirac matrices, and Ga

µν the
gluon field strength tensor. This tensor characterizes the interaction between
gluons and quarks and is defined as

Ga
µν = ∂µG

a
ν − ∂νGa

µ − gsfabcGb
µG

c
ν , (2.4)
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where gs is given in terms of the strong coupling constant, as gs =
√

4παs.
The last term of the QCD Lagrangian, given in equation 2.3 shows, that
gluons can interact with each other.

2.2.2 Electroweak Theory

Central to the Electroweak Theory is the SU(2)L × U(1)Y symmetry [11].
The generator of U(1) is the weak hypercharge Y , which is composed of the
electrical charge Q and the third component of the weak isospin T3. The
hypercharge is defined as

Y = 2(Q− T3). (2.5)

T3 is the generator of the SU(2) symmetry group. This leads to four
gauge fields, three denoted as W i

µ where i ∈ [1, 2, 3] and one named Bµ. The
Lagrangian density for EW theory is given by

LEW =
∑
k

iψ̄kγµD
µψk −

1

4
FµνF

νµ − 1

4
BµνB

νµ. (2.6)

Similarly to the Lagrangian of QCD, as written down in equation 2.3,
where the fermions are described by qi, fermions in the EW Lagrangian are
denoted as ψk. The field strength tensor of the EW and covariant derivatives
are defined as:

F j
µν = ∂µWν − ∂νWµ − gWµ ×Wν , (2.7)

Dµ = ∂µ − ig
τ

2
Wµ − ig′

Y

2
Bµ, (2.8)

Bµν = ∂µBν − ∂νBµ. (2.9)

The fields W i
µ and Bµ need to be massless gauge fields to preserve the

symmetry, the observable states of these fields can gain mass via spontaneous
symmetry breaking. The mass eigenstates of the LEW are:

Aµ = Bµ cos θW +W 3
µ sin θW , (2.10)

Zµ = −Bµ sin θW +W 3
µ cos θW , (2.11)

W±
µ =

1√
2

(
W 1
µ ∓ iW 2

µ

)
. (2.12)

Here W±
µ corresponds to the electrical charged W boson, and Zµ to the

neutral Z boson, depending on the Weinberg angle θW . The term Aµ de-
scribes the photon, which remains massless.
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2.2.3 The BEH Mechanism

The underlying electroweak fields are massless, since terms with mass would
break the gauge symmetry. However, it can be observed that some elec-
troweak gauge bosons, namely the W± and Z0, are massive. This can be
explained by introducing a new complex scalar field, the Higgs field. This
is known as the Brout-Englert-Higgs [12][13][1] (or Higgs) mechanism, which
explains the mass of the bosons via electroweak symmetry breaking. There-
fore the Lagrangian for the BEH mechanism is given by

LHiggs = |Dµφ|2 − V (φ)−
∑
j

cj q̄jφjqj −
∑
k

fkψ̄kφψk. (2.13)

The scalar field φ is defined as

φ =

(
φ+

φ0

)
. (2.14)

The potential of the field is given by

V
(
φ†φ
)

= µ2φ†φ− λ
(
φ†φ
)2
. (2.15)

Minimizing the potential in respect of µ2 < 0 leads to the “Mexican hat”
potential, which is depicted in figure 2.1. The minimum is not located at
φ = 0, instead it is around the finite value ±ν. This values is known as
the vacuum expectation value of the Higgs potential and is given by ν =√
−µ2/λ. By expanding the Lagrangian around this minimum one can obtain

the mass eigenstates as denoted in section 2.2.2. The masses of fermions can
be explained via Yukawa coupling to the Higgs field and is described by the
last term of the Higgs Lagrangian. Furthermore the mechanism predicts a
massive boson, the Higgs boson which can be seen as an excitation of the
Higgs field.

2.3 Proton-Proton Collisions at the LHC

One important quantity for characterizing an accelerator is the energy with
which the accelerated particles collide. This is important since some kine-
matically processes are not possible with a low center of mass energy. The
center of mass energy is given as the square root of the Mandelstam variable:

s = (~p1 + ~p2)2. (2.16)
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Figure 2.1: The complex scalar Higgs potential. On the left for µ2 > 0, λ > 0
on the right with the minima around the vacuum expectation values ±ν in
case of µ2 < 0, λ > 0 [14].

The four momenta of the accelerated particles are denoted as ~p1 and ~p2. In
case of particles with same mass and same energy Ei, the center of mass
energy simplifies to

√
s = 2Ei.

Another important variable in collision at high energy experiments is the
integrated luminosity L. The integrated luminosity describes the rate of
collisions over a period of time. One can calculate the number of events N
by multiplying the integrated luminosity with the cross section of the process:
N = σL. At storage rings, the luminosity can be calculated by

L =
fnN1N2

A
. (2.17)

where f is the circulation frequency of the proton bunches, n the number of
proton bunches circulating the storage ring, and Ni the number of protons
in the actual bunch. The cross section A can be rewritten as

A = 4πσxσy (2.18)

under the assumption of a Gaussian density distribution of the beam in x
and y direction [15].

2.3.1 W+W− Production

In proton-proton collisions the W+W− boson pair is produced via quark or
gluon initial states. The dominant leading order process has a quark and an
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anti-quark in initial state, decaying into a W diboson pair exchanging a third
virtual anti-quark. This process is called “t-channel”. One further process
is the annihilation of a quark and anti-quark to Z0/γ∗ which decays into
the W+W− diboson pair. This process happens via the triple gauge boson
interaction vertex. Both processes are depicted in figure 2.2.

One non-negligible next-to-leading order (NLO) production mechanism
has two gluons in the initial state, decaying into the W+W− diboson pair
via a fermion box. The contribution of this process to the overall production
cross-section is about ≈ 3% and is shown in figure 2.3.

�q q̄

W−

q̄ W+

(a) t-channel
�q

q̄

Z0/γ∗

W−

W+

(b) s-channel

Figure 2.2: Feynman tree level graphs for W+W− production mechanism at
leading order, with quark initial states.

�g
W+

W−

g

Figure 2.3: NLO Feynman diagram of gluon initial state with a fermion box.

In nuclear physics it is common practice to state cross sections in the unit
of “barn”. A “barn” is defined as 1 b = 10−28m2 which is in the magnitude
of the cross section of a heavy nucleus. Therefore 1 pb = 10−40m2. In
leading order the calculated production cross section for theW+W− diboson
pair is 35.56 pb. The next-to-leading order production cross section for a
center of mass energy of

√
s = 8TeV is 57.22+4.1%

−2.8% pb [16] as shown in table
2.3. According to the predicted cross section, the recorded data of 20.1 fb−1

contains roughly 1.2 million W+W− diboson events.
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√
s [TeV] σLO(W+W−) [pb] σNLO(W+W−) [pb]

7 29.51 47.02+4.3%
−3.2%

8 35.56 57.22+4.1%
−2.8%

13 67.74 112.64+3.0%
−2.3%

14 74.48 124.31+2.8%
−2.0%

Table 2.3: Total cross section of W+W− at the LHC for the different center
of mass energies

√
s, in leading order (LO) and next-to-leading order (NLO)

[16].

2.3.2 Background Processes

In the dilepton search for aW+W− boson pair, there is no strong background.
However there are several backgrounds which are contributing to the final
state. They will be explained in the following section.

Z+Jets
A background with a high contribution is the Drell-Yan process. In this
case a Z or γ∗ produced by quark-antiquark annihilation decays into two
oppositely charged leptons, sometimes with associated jets. This process has
a signature of two opposite charged same flavor leptons. Mismeasurements
or τ decays can lead to apparently missing transverse energy. The invariant
mass spectrum of the two leptons peak around 91.2 GeV which is the mass
of the Z boson.

tt̄ and Wt
The dominant top quark decay is t → W+b. When the W boson decays
leptonically and no high energy jet is detected or the jet is mismeasured as
a lepton, the resulting signature is signal-like. The leptons in the final state
will be opposite charged since tt̄ is it as well.

W+Jets
The production of a single W± boson with jets has a high cross section.
When a jet is misidentified as a high energy lepton and the W boson decays
into a lepton neutrino pair, the signature of this process is signal-like.
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W + γ
The W + γ background is similar to the W+Jets process. The γ can be
misidentified as a lepton. Together with a lepton from W boson decay and
the missing transverse energy from the neutrino, the event is in the signal
region.

WZ → lνll
When a W decays into lν and together with an Z → ll the final state of this
process has three leptons and one neutrino. In case one lepton is mismeasured
or not well reconstructed the event is signal-like. However the two leptons
are not always oppositely charged, depending on mismeasured lepton.

ZZ → llνν
Z diboson events can decay into two oppositely charged leptons and two
neutrinos where the invariant mass of the dilepton system is not near the Z
mass. This event has the same signature as the dileptonic W+W− decay.

QCD
Multijet events can contribute as a background to the signal region. For this,
two jets need to be misidentified as two leptons and cause a mismeasurement
of the missing transverse energy which is very rare.
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3 | Experimental Setup

3.1 The Large Hadron Collider

The LHC has a circumference of 26.7 km, making it the largest particle ac-
celerator to date. It is a synchrotron proton-proton accelerator located at
European Organization for Nuclear Research (CERN) and it is the successor
of Large Electron Positron Collider (LEP). The tunnel in which the acceler-
ator is built in is located between 45 m and 170 m below the surface. The
LHC is designed for a center of mass energy of

√
s = 14 TeV and a luminosity

of 1034 cm−2 s−1 TeV[17]. The LHC uses protons with an injection energy of
450 GeV. The pre-accelerators are called LINAC2, PS Booster, PS, and SPS.
The whole accelerator chain is depicted in figure 3.1. During 2010 and 2011
the beam energy was limited to Ei = 3.5 TeV, from 2012 to the beginning
of 2013 the beam energy was at Ei = 4 TeV and delivered L = 23.3 fb−1 of
integrated luminosity [18]. After the technical upgrade the LHC will perform
at the full beam energy of Ei = 6.5 TeV in 2015.

The proton beams are propagating in a beam pipe in a high vacuum of
10−8 − 10−9 Pa. The beams are kept on track by the 1232 superconducting
dipole magnets, which are the biggest magnets among the about 9593 built-in
magnets [20]. The dipole magnets are cooled down to a temperature of 1.9 K.
The beams are focused so that they collide at four points of the ring, in the
centre of the four largest experiments of the LHC. These four experiments
are A Toroidal LHC Aparatus (ATLAS), Compact Muon Solenoid (CMS), A
Large Ion Collider Experiment (ALICE) and Large Hadron Collider beauty
(LHCb). While ALICE is designed to probe heavy ion collisions and LHCb is
specialized to investigate the parameters of CP violation, ATLAS and CMS
are high precision general purpose detectors. One main focus is the search
for the Higgs boson and the investigation of its properties.
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Figure 3.1: Overview of the CERN accelerators including the injector chain
and the LHC [19].

3.2 The ATLAS Experiment

The ATLAS detector is the largest of the seven detectors located at the
LHC. It is 46 m long and has a diameter of 25 m. The detector is located at
LHC point 1 in a cavern 92 m below the surface. The ATLAS Collaboration
consists of more than 3000 physicists from 175 institutions around the world,
helping to analyze the data of L = 20.1 fb−1 which was recorded during the√
s =8 TeV run during 2012. The main parts of the detector are described

in the following section. Figure 3.2 shows a computer generated picture of
the whole ATLAS detector.

3.2.1 Coordinate System

The coordinate system used in the ATLAS experiment is a right-handed
Cartesian coordinate system, which has its origin in the nominal interaction
point. This is the point where the two beams are brought to collision and
it is also the centre of the detector. The beam axis is parallel to the z-
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Figure 3.2: Schematic picture of the complete ATLAS detector [21].

axis, the x-axis points to the middle of the accelerator ring and the y-axis
points upwards. Consequently the transverse plane is spanned by the x-y
plane. Furthermore the transverse momentum or energy is the corresponding
momentum or energy in the x-y plane. The transverse energy is calculated
by

ET =
√
E2
x + E2

y . (3.1)

The transverse momentum is calculated analogously by

pT =
√
p2
x + p2

y. (3.2)

The azimuthal angle φ is defined in the transverse plane around the z-axis
and the polar angle θ refers to the angle around the x-axis. Furthermore one
can define the pseudorapidity, which describes the angle of a particle with
respect to the beam axis. This parameter is defined as

η = − ln tan θ/2. (3.3)

From the definition follows that η = 0 for θ = 90 ◦. For θ = 0◦ or θ =
180◦, the pseudorapidity approaches ±∞. The angular distance between
two objects in this coordinate system is defined as

∆R =
√

∆φ2 + ∆η2, (3.4)

describing the radius of a cone.
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Figure 3.3: Coordinate system used at the ATLAS experiment. The z-axis
is aligned parallel to the beam axis [22].

3.2.2 The Magnet System

The Lorentz force, which is given by

FLorentz = q · (~v × ~B), (3.5)

deflects charged particles, proportional to their momentum as they are prop-
agating through a magnetic field. Measuring the curvature of the deflected
particle is a common method to estimate the momentum of charged particles
in particle detectors. At the ATLAS detector the magnetic field is generated
by two types of magnet systems. There is one central solenoid with a size
of 5.3 m length and a diameter of 2.4 m [23]. It generates a magnetic field
of 2 T for the inner detector. The barrel toroid has a length of 25.3 m and
an outer diameter of 20.1 m. With its eight symmetrically distributed coils
around the axis, it provides a magnetic field of 4 T. Smaller separate toroids
are placed in every endcap. They are 5 m long and have an outer diameter
of 10.7 m. The working point temperature of the toroids is 4.7 K and they
operate with a nominal current of 2.5 kA [23].

3.2.3 The Inner Detector

The Inner Detector (ID) is located straight outside the beryllium beam pipe
to provide a precise measurement of the particle tracks. It consists of three
main components which provide high-resolution detectors at inner radii and
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sustained tracking elements at outer radii. This is very important for measur-
ing the impact parameters and for vertex reconstruction. The ID is plunged
in a magnetic field of 2 T provided by the central solenoid. All three systems
are covering the pseudorapidity region of |η| < 2.5 and are further explained
in the following.

Figure 3.4: The ID of the ATLAS detector [21].

Pixel Detector

The pixel detector consists of three barrel layers and three disks of silicon
pixel sensors. It can provide high-precision momentum and vertex measure-
ments. In sum it is covering an area of 1.7 m2. The pixel detector is crucial
to reconstruct displaced vertices due to the decay of short lifetime particles
like b hadrons or τ leptons due to its close position to the interaction point.

Semiconductor Tracker

The basic detector element of the Semiconductor tracker (SCT) uses silicon
stripes instead of pixels. The SCT is composed of 4 cylindrical barrel layers
and nine disks at each endcap. It covers an area of 61 m2 and has readout-
strips every 80 µm on the silicon. Its resolution is about 16 µm in the R-φ
plane and about 580 µm in z direction [24].
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Transition Radiation Tracker

The third component of the ID is the Transition radiation tracker (TRT). The
TRT barrel consists of about 50000 gas-filled tubes called “straws”, aligned
parallel to the beam pipe, each 144 cm long and 4 mm in diameter. Every
straw is equipped with a 30 µm gold-plated tungsten wire and filled with a
mixture of Xe, CO2 and CF4. The endcap system consists of 250000 straws
each 39 cm long and radially aligned [24].

3.2.4 The Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) has an accordion-shaped geometry
and surrounds the ID and the central solenoid. The detector elements con-
sist of lead absorber plates and areas, filled with liquid argon (LAr) lying
in-between. It is cooled down to its operating temperature point of 90.15
K. High energy particles propagating through the lead absorber plates are
generating low energy particle-showers. These low energy particle-showers
ionize the LAr between the absorber-plates. The ionized charge quantity in
the LAr is measured by Kapton readout electrodes. The charge quantity
is a measure of the energy of the passing high energy particle. The energy
resolution of the calorimeter is ∆E/E = 10%/

√
E[GeV] ⊕ 0.7% [25]. The

ECAL consists of two identical half-barrels connected together with only a
small gap of 6 mm in the z-x plane. On each endcap there are additional
coaxial wheels. The barrel-part covers a pseudorapidity range of |η| < 1.475
and the wheels at the endcaps are covering the range of 1.375 < |η| < 3.2.

3.2.5 The Hadronic Calorimeter

The Forward Calorimeter (FCAL) consists of three main parts: the scintil-
lating Tile Calorimeter in the barrel region covering a pseudorapidity rage
of |η| < 1.7, the Hadronic End-cap LAr Calorimeter (HEC) in the region of
|η| < 3.2 and the FCAL. The Tile Calorimeter consists of plastic scintillator
plates embedded in iron absorber. Over 1.5 < |η| < 4.9 the calorimeter uses
LAr as active material with copper and tungsten absorbers. To guarantee
a good energy resolution of high energy jets and a precise measurement of
the missing transverse energy Emiss

T , the important value is the thickness of
the calorimeter. It must be thick enough to absorb almost all particles. For
η = 0 the overall thickness is eleven interaction lengths (λs). This also avoids
hadronic showers punching through into the outer muon spectrometer. The
energy resolution of the tile calorimeter is ∆E/E = 50%/

√
E[GeV] ⊕ 0.3%

[26].
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Figure 3.5: Hadronic and electromagnetic Calorimeter of ATLAS [21].

3.2.6 The Muon Spectrometer

Muons from a collision event imply important information for a proper re-
construction of the event. Because their interaction with matter is weak,
they are not stopped in the inner detector parts. Consequently none of them
will deliver sufficient information to distinguish between muons and other
charged particles. For a precise measurement of their properties, the ATLAS
detector has a muon spectrometer, which is the outermost part of the detec-
tor. Monitored Drift Tubes (MDTs) are installed over the range of |η| < 2.7,
for a precise momentum measurement. The basic element of the MDTs is
aluminum tube of 30 mm diameter with a 50 µm wire1 in the centre. The
wire is on an electrical potential of 3080 V. The tubes are filled with a mix-
ture of Ar and CO2 at three bar absolute pressure. Passing muons will ionize
the contained gas. Then the ionized electrons multiply to charge avalanches
due to the electric field. The charge quantity is measured. The single hit
spatial resolution is about 80 µm [23].

At the range of 2 < |η| < 2.7 are Cathode Strip Chambers (CSCs). These
are multi-wire proportional chambers, providing a high readout rate which
is needed in the forward region due to high charged particle rate. The pre-
cise measurement of the coordinates is achieved by quantifying the induced
charge on the segmented cathode. Interpolation between adjoined strips and
segmenting the readout cathode helps to improve the spatial resolution. The

1W-Re wire: Tungsten-Rhenium wire
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resolution of the CSCs is about 60 µm [23].

Figure 3.6: Complete muon spectrometer of ATLAS [27].

Two further systems, Resistive Plate Chambers (RPCs) and Thin Gap
Chambers (TGCs) complete the muon spectrometer. They are mainly used
for triggering on the muons. The basic element of the RPCs consists of
two robust bakelite plates with a long and narrow gap, filled with gas2. A
high electrical field of typically 4.5 kV multiplies ionized electrons to charge
avalanches. The avalanches are measured by a capacitive coupling of metal
strips on both sides. This system covers a pseudorapidity range of |η| < 1.05.
In the range of 1.05 < |η| < 2.4 TGCs, multi-wire proportional chambers3
are used for triggering and a second spacial measurement.

3.2.7 Trigger and Data-Acquisition System

When the LHC operates at its design settings, the bunch crossing rate is
40MHz. Every bunch crossing can lead to several proton-proton interactions.
Even at this high event rate, interesting events are rare compared to the
overall event rate. Furthermore this large number of events cannot be stored.
To reduce the number of events to a storable rate of about 500 Hz the ATLAS

2Mainly tetrafluoroethane (C2H2F4).
3Filled with CO2 and n-pentane (n-C5H12).
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detector uses a multi-level selection system, the triggers. The trigger system
consists of three stages: Level 1 (L1), Level 2 (L2), and Event Filter (EF).

The L1 trigger is a hardware based trigger. Its decision is based on high
transverse momentum muons in the RPCs and TGCs trigger chambers, plus
a reduced-granularity readout of the calorimeter. The calorimeter searches
for high momentum electrons, photons, jets, τ -leptons and large missing
transverse energies. The L1 trigger works at a frequency of about 100 kHz
and passes selected events to the L2 trigger.

In the next step the selection of the L1 is processed by L2 triggers. These
triggers are implemented in software. They utilize the region of interest (RoI)
transmitted by the L1 triggers. With access to whole event information, it
checks the event again for high momentum leptons, jets, missing and total
transverse energy. The selection of the L2 runs at a frequency of about 3
kHz and passes the events to the EF.

The last stage of the trigger chain is the EF. The EF uses advanced
algorithms to confirm the results of the L2 trigger decision. In the end it
separates the events into data-streams depending on the fired triggers. For
this analysis only the Muon and Egamma streams are used. The event rate
after the EF is reduced to 300 Hz and the events are stored on data-tapes.

3.2.8 Computing

One single recorded event has a size of about 1.6 Mbytes. Consequently
the ATLAS trigger data-acquisition system records about 320 Mbytes per
second. In addition many Monte Carlo simulations are needed. This requires
huge capacities in storage and computation. The EF information is written
into RAW output files. The RAW data file size is about 1.6 Mbytes per
event without pileup [28]. At CERN the reconstruction of the events is
done. The output of the reconstruction process is called Event Summary
Data (ESD). It is intended that the ESD format makes access to the RAW
data unnecessary for the most physics applications. Its average file size is
about 500 kBytes per event. The file size of the events is further reduced
in the Analysis Object Data (AOD) files. The AOD file format is a reduced
event representation, with an average size of 100 kBytes per event and has
an object-oriented representation. A common used file format for end-user
analysis is the Derived Physics Data (DPD). The data in the DPD has a
n-tuple representation and it is a suitable format for direct analysis.

The ATLAS collaboration has many computing sites distributed around
the world. The sites are classified in a tier structure. The CERN computing
facility is the designated Tier0, where the primary processing happens. The
recorded data is then distributed to eleven Tier1 sites [29]. Tier1 sites provide
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further distribution and long term storage capacity. The third stage in the
tier structure are Tier2 sites, typically computing centers at research labs
or universities. They have enough data storage and computing power to do
specific analysis tasks. Furthermore they are used to simulate the Monte
Carlo events and they provide computing resources for user analysis. This
collection of computing resources is collectively called the Worldwide LHC
Computing grid. For this analysis, the first processing stage was achieved by
using grid computing resources. The analysis itself used the resources of the
Leibniz Supercomputing Centre (LRZ).
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4 | Analysis Outline

The accurate measurement ofW+W− production is an important cross-check
of the SM prediction of the cross-section, consequently for the SM itself. In
addition, a proper understanding of this process is essential for analyses where
W+W− contributes to the background, for example in the decay channel of
the Higgs Boson H → W+W−. This analysis is an update of “Measurement
of the W+W− Production Cross Section in Proton-Proton Collisions at

√
s

= 7 TeV with the ATLAS Detector” [30] using data recorded in the year
2012.

4.1 Signal Signature

The decay rate of a W boson into hadrons is about 67.6%. Therefore the
probability for a W diboson pair decaying hadronically is 44.9%. However,
the production cross-section for a QCD four jet event is much larger than
the production cross-section of the W+W− boson pair. For that reason this
analysis uses only the dileptonic decay channel of the boson pair. Since the
decay fraction for W → lν ≈ 10.8% for l = e, µ, τ , the rate of the dileptonic
channel is ≈ 10%. This analysis uses only events with e or µ in final state.

Figure 4.1 shows a tree level Feynman diagram of a W+W− boson pair
decaying into two leptons and two neutrinos. The signal signature therefore
is exactly two opposite charged leptons (electrons or muons). Since neutrinos
can not be detected by the detector in a direct way, one looks for a relevant
high missing transverse energy. Since one is expecting the dileptonic decay
of the W+W− boson pair, events with jets are rejected.

The analysis is divided in three different channels according to the lepton
flavor combination. The same flavor channels ee and µµ have different re-
quirements in the event selection than the channel eµ. Furthermore electrons
and muons have different reconstruction and trigger efficiencies.
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Figure 4.1: W+W− decay in leptonic channel.

4.2 Event Selection Criteria

The event selection is designed to separate the background processes dis-
cussed in section 2.3.2 from the signal processes. Therefore the following
criteria need to be fulfilled:

• The event needs to have exactly two, oppositely charged, well recon-
structed leptons. One leptons needs to have an transverse momentum
of pT > 25 GeV. The other lepton needs to have a minimum pT of
20 GeV. The lepton with the higher transverse momentum is called the
leading lepton. In same flavor channels (ee, µµ channel) the invariant
mass of the dilepton system Ml+l− needs to be greater than 15 GeV.
This selection suppresses Υ decays and multi-jet QCD events.

• In the eµ channel, the invariant mass is required to be greater than
10 GeV suppressing the low mass spectrum which is not covered in the
Monte Carlo simulation.

• To suppress mainly the Z → l+l− decay, the invariant mass of the two
leptons must not be within a 15 GeV region around the Z boson mass.

• The relative missing transverse energy 6Erel
T needs to be greater than

45 GeV in the same flavor channel, and greater than 25 GeV in the eµ
channel. Hereby 6Erel

T is defined as:

6Erel
T =

{
6ET ×sin(∆φl,j) if ∆φl,j < π/2
6ET if ∆φl,j ≥ π/2

with ∆φl,j being the difference in φ of 6ET and the closest lepton or
jets. The usage of the perpendicular projected 6ET helps to reduce the
sensitivity to misidentified leptons or jet, leading to a mismeasured 6ET .
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• Events containing jets with transverse energy ET > 25 GeV and a pseu-
dorapidity of |η| < 4.5 are rejected, since the dileptonic decay channel
of W+W− includes no jets.

• The di-lepton transverse momentum needs to be greater than 45 GeV
in the same flavor channel and over 25 GeV in the eµ channel.

4.3 Changes to the
√
s = 7TeV Analysis

Since the center of mass energy has been raised from
√
s =7TeV to

√
s =8TeV,

the analysis was changed for further optimization and to deal with the higher
pileup of the events. The changes are:

• The lepton object definition was changed, to be consistent with other
analysis groups. This helps to compare fake rates and background esti-
mates between different analyses. The vertex requirements are tighter
in comparison to the old analysis. Also, the requirements for the
calorimeter and track isolation are stricter.

• A new algorithm1 for the jet reconstruction is used. Furthermore, the
cut on the jet vertex fraction of |JV F | > 0.5 is only applied to jets
with ET < 50 GeV and |η| < 2.4.

• The selection for the di-lepton momentum is now different for the same
flavor channel and the eµ channel. Studies about cutflow optimization
showed that the old cut value could be optimized.

4.4 Cross-section calculation

The total cross-section is calculated by

σW+W− =
Nobs −Nbkg

L · Aε · BR
(4.1)

where Nobs is the number of observed events in the signal region. The
number of expected background events Nbkg is estimated by counting the
Monte Carlo simulated events or data-driven background estimate in the
same region. The total usable integrated luminosity L is 20.1 fb−1. The
acceptanceA and the efficiency ε is treated as one number, the total efficiency

1“AntiKt4 LC” instead of “AntiKt4 EM”.
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Aε. The branching ratio BR is given by the dileptonic branching fraction of
a W diboson event. This equation can be simplified to

σW+W− = σNLO ·
N −B
S

, (4.2)

where S = σNLO · L · Aε · BR. In this formula N stands for the number of
observed events and B for the number of background events, L the integrated
luminosity of 20.1 fb−1, and BR the dileptonic branching ratio of theW+W−

pair BR = 0.1080± 0.0009 [9].

4.4.1 Uncertainties on the Measurement

The statistical uncertainties for the cross section can be calculated with the
Gaussian approximation. The uncertainty is given by

∆statσW+W−

σW+W−
=

√
N

N −B
. (4.3)

The uncertainties derived with data driven methods are expected to not
to be correlated with the uncertainties on the signal efficiency. They can be
calculated using the Gaussian error propagation:

∆systσW+W−

σW+W−
=

√(
∆Aε

Aε

)2

+

(
∆B

N −B

)2

+

(
∆BR
BR

)2

. (4.4)

The uncertainty for the luminosity is 2.8%. It can be taken into account
with the following formula:

∆lumiσW+W−

σW+W−
=

√(
∆L
L

)2

+

(
Bi

N −B
∆L
L

)2

, (4.5)

where Bi stands for each of the background simulation used.

4.4.2 Overview ofW+W− Production Cross Section Mea-
surements

The W+W− production cross section was first measured at the LEP2. Since
then the production cross section of the diboson was measured in several
experiments. This section lists measurements of the production cross section
at different experiments.
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LEP2

The LEP2 was an electron-positron collider operating at center of mass ener-
gies above the Z-pole [31]. The measuredW+W− cross section for the center
of mass energy of

√
s = 206.6 GeV is

σLEP2 = 17.15± 0.25 pb.

TeVatron

TeVatron is an proton-antiproton collider with a center of mass energy of√
s = 1.96 TeV. The W+W− cross section measured was measured with the

experiments D0 [32] using data collected 1 fb−1. The result is

σD0 = 11.5± 2.1 (stat + syst)± 0.7 (lumi) pb.

CDF was using 3.6 fb−1 collected data from proton-antiproton collisions at
the same center of mass energy [33]. The measured W+W− cross section is

σCDF = 12.1± 0.9 (stat) +1.6
−1.4 (syst)pb.

The W+W− cross section prediction of the SM under this conditions is
σNLO = 11.7± 0.7 pb. Both measurements are in agreement with the predic-
tion.

LHC

At the LHC the cross section for the W+W− production process was mea-
sured with

√
s = 7 TeV and

√
s = 8 TeV. The measurement of the W+W−

cross section uses 4.7 fb−1 of collected data in proton proton collisions at a
center of mass energy of

√
s = 7 TeV [30][34]. The result of the ATLAS

collaboration is

σATLAS,7 TeV = 53.4± 2.1 (stat) ± 4.5 (syst)± 2.1 (lumi) pb.

The measured W+W− cross section from the CMS experiment with data
corresponding to an integrated luminosity of 4.92 fb−1[35] is

σCMS,7 TeV = 52.4± 2.0 (stat) ± 4.5 (syst)± 1.2 (lumi) pb.

All these measurements are in agreement with the σNLO = 47.0+2.0
−1.5.
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The center of mass energy for the 2012 data taking period was at
√
s = 8 TeV.

Using data corresponding to 5.3 fb−1 [36] of integrated luminosity, CMS ob-
tained an W+W− production cross section of

σCMS,8 TeV = 69.9± 2.8 (stat) ± 5.6 (syst)± 3.1 (lumi) pb.

This result is slightly higher than the predicted cross section of σNLO = 57.22 pb.
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5 | Particle Identification

Most particles appear in the detector as tracks in the detector subsystems
or deposits in calorimeters. A proper reconstruction of the physics objects
is crucial to understand the collision event. The following section explains
what requirements are used to classify the physics objects.

5.1 Electrons

Electrons interact with the ID and the electromagnetic calorimeter. They
leave tracks in the ID and energy deposits in the calorimeter. In order to
reconstruct an electron a track is matched to the deposits in the calorime-
ter. There are two recommended ways to identify an electron. Either it is
reconstructed by a cluster-based algorithm, or an algorithm, which combines
a cluster and track-based method [37].

In this analysis, electrons must be reconstructed by one of the algorithms.
Furthermore geometrical and kinematic requirements are applied. Detector
regions with read-out problems are excluded. The exact values of applied
selection criteria are listed in table 5.1. An electron can be classified by
three basic types: loose++, medium++, and tight++. These are defined
sets of selection criteria based on the shower shape, track quality and the
matching of the track to the calorimeter deposits [38]. This analysis uses
tight++ classified electrons, since the probability for misidentified electrons
is lower than it is for the other criteria. The electron needs to be a single
isolated electron, and should have its origin in a collision event. Therefore
it is required that the sum of transverse energy within a cone of ∆R = 0.3
must be less than 16% of the electron transverse energy. The track must be
isolated as well: the sum of transverse momentum must be less than 12%, and
16% for electrons with pT > 25 GeV, of the electron transverse momentum.
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Electron selection criterion

Reconstruction: cluster-based or
combined cluster and track-based algorithm

Pseudorapidity: |η| < 2.47, exclude crack region 1.37 < |η| < 1.52

Quality: exclude regions with calorimeter red-out problems
Transverse Energy: ET > 20 GeV

Identification: Tight++
z0: |z0 · sin(θ)| < 0.4mm

d0 significance: d0/σ(d0) < 3

Calorimeter Isolation: ((Σ∆R<0.3ET,i − ET,el)/ET,el) < 0.16

Track Isolation: ((Σ∆R<0.3pT,i − pT,el)/pT,el) < 0.12

or 0.16 for electrons with ET > 25 GeV

Table 5.1: This table shows the electron selection criteria. z0 is the longitu-
dinal and d0 the transverse impact parameter

5.2 Muons

There are two basic muon reconstruction algorithms, “MuID” and “STACO”
[39]. The selected muons in this analysis must be reconstructed by the
“STACO” algorithm. This algorithm has basically three ways to reconstruct
a muon: “standalone”, “combined”, and “tagged”. The “standalone” criteria
uses only information measured by the muon spectrometer as explained in
section 3.2.6. The tracks of the muon are extrapolated to the interaction ver-
tex. The energy loss of the muon in the calorimeter is taken into account. A
“combined” classified muon uses the tracks of the muon spectrometer. These
tracks are fitted and extrapolated back to the interaction vertex. Further-
more these tracks are matched with tracks observed in the ID and combined
to one single track. The reconstruction variant of muons “tagged” is using the
tracks from the ID. These tracks are extrapolated to the muon spectrometer.
In case one extrapolated Track from the ID matches one measured track in
the muon spectrometer, it is denoted as a reconstructed muon.

The muon selection is similar to the electron selection. The reconstruc-
tion method used for the muons in this analysis is “combined”. First of
all, geometrical and kinematic requirements must be fulfilled. A set of hit
requirements in each subdetector need to be satisfied. Moreover the energy
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deposits in the calorimeter and the tracks must be isolated. The exact values
for the selection are listed in table 5.2.

Muon selection criterion

Reconstruction: combined
Pseudorapidity: |η| < 2.4

Transverse Energy: pT > 20 GeV

ID Quality: minimum recommended detector hits
z0: |z0 · sin(θ)| < 1mm

d0 significance: d0/σ(d0) < 3

Calorimeter Isolation: (Σ∆R<0.3ET,i/pT,µ) < 1.4 · 10−5 · pT,µ − 0.15

and (Σ∆R<0.3ET,i/pT,µ) < 0.015

Track Isolation: (Σ∆R<0.3pT,i/pT,µ) < 10−5 · pT,µ − 0.105

and (Σ∆R<0.3pT,i/pT,µ) < 0.015

Table 5.2: The muon selection criteria. z0 is the longitudinal and d0 the
transverse impact parameter

5.3 Jets

Since quarks are color charged, they can not be observed in isolation. They
combine to bound states, via hadronization and color reconfinement. These
objects can be observed as jets.

The reconstruction of the jet is based on the anti-kT [40] jet clustering al-
gorithm. The algorithm calculates every distance between calorimeter entries
according to a certain distance measure [41]. In case the entry is closer than
a predefined distance ∆R, they are clustered together and will be treated as
one object. This procedure is repeated till every object in the given distance
∆R is clustered together. This object is then a reconstructed jet.

In this analysis the defined resolution parameter for the anti-kT algorithm
is ∆R = 0.4. The jets are calibrated by the "LC+JES" method [42]. Se-
lected jets must fulfill a minimum transverse momentum of pT > 25 GeV and
lie within the pseudorapidity region of |η| < 4.5. The jet vertex fraction
measures the probability that a jet originated from a particular vertex [43].
Jets in the barrel region of |η| < 2.4 and up to a transverse momentum of
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pT = 50 GeV are required to have a jet vertex fraction of over 0.5 in order to
suppress pileup effects.

5.4 Lepton-Lepton and Lepton-Jet Overlap

As explained in section 5.3, jets are reconstructed by a clustering algorithm,
which iterates over energy deposits in the calorimeter. Consequently elec-
trons are reconstructed as jets. Furthermore muons can leave bremsstrahlung
which can be misidentified as a collision electron. In order to suppress these
misidentification effects, leptons must not overlap with other reconstructed
leptons or jets. Selected electrons within a cone of ∆R = 0.1 to selected
muons or other electrons, are rejected. Jets within a cone of ∆R = 0.3 to
selected electrons or muons, are rejected as well.

5.5 Missing Transverse Energy

Some particles, like neutrinos can not be detected directly by the ATLAS
detector, however they carry away momentum. One can estimate the missing
energy by summing over all collected energies from the electromagnetic and
hadronic calorimeter, and the measured muon momenta. The 6ET is defined
by

6ET :=

√
(ΣEx)

2 + (ΣEy)
2.

For this analysis the 6ET is an important value to distinguish a W boson
pair from background processes, since the W boson decays into a lepton-
neutrino pair. Compared to a Z boson decay into two leptons, the W decay
causes missing energy, but the 6ET in Z decay is close to zero.

Misidentified leptons or jets lead to a mismeasured 6ET . In order to reduce
the sensitivity of the 6ET caused by to miss-measurement the perpendicular
projected 6ET is introduced. The relative missing transverse energy 6Erel

T is
defined by

6Erel
T =

{
6ET ×sin(∆φl,j) if ∆φl,j < π/2
6ET if ∆φl,j ≥ π/2

(5.1)

where ∆φl,j is the difference in φ of 6ET and the closest lepton or jet.
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5.6 Track-based Missing Transverse Momentum

The missing pmissT is calculated as the vectorial sum over all tracks from the
primary vertex. For these calculation the tracks must fulfill different require-
ments which are listed in table 5.3. Tracks of signal muons are included
regardless to the measured quality and tracks of signal electrons are replaced
by the transverse energy, measured by the calorimeter.

The pmissT is less sensitive to mismeasurements due to the higher pileup
rate. It helps to distinguish a W+W− signal from the main background in
the same flavor channel, the Z+jets background which is explained in section
10.2.

Track requirements

Transverse momentum: pT > 500 MeV

Pseudorapidity: |η| < 2.5

z0: |z0 · sin(θ)| < 1.5mm

d0: d0 < 1.5mm

Pixeldetector hits: nPixel ≥ 1

SCT hits: nSCT ≥ 6

Table 5.3: Track requirements used for the calculation of the missing trans-
verse momentum.
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6 | Signal and BackgroundMonte
Carlo Samples

6.1 Monte Carlo Simulations

For a proper understanding of the recorded data, it is necessary to simu-
late proton-proton collisions. The simulation consist of three stages [44]. At
first, the hard process is simulated. This is done using the event generator,
which simulates the collisions of partons as they would happen in the detec-
tor. In a second stage the generated particles undergo the parton showering.
This means, the hadronization of color-charged particles is simulated, as well
as further decays of the hadrons. After an event is simulated completely,
one needs to simulate the response, which the ATLAS detector would give
measuring such an event. For this the Geant4 framework is used [45].

6.1.1 Event Generators

There are several Monte Carlo (MC) event generators available. They dis-
tinguish in the process they are modeling and in higher order calculation.
Consequently, for different process simulations, different generators are used.
The following section gives an overview, which generator was used for the
different signal and background processes.

W+W− Processes

W diboson production from quark initial states, decaying fully leptonic qq̄ →
W+W− → l+νll

−ν̄l, is generated by POWHEG. It includes several standard
model processes like the diboson or single top production [46][47]. It is capa-
ble to calculate next-to-leading order matrix elements. For parton showering
algorithms POWHEG uses another generator named PYTHIA [48]. The
W+W− production via gluon initial states is modeled by a generator called
gg2WW [49]. This generator is specialized for exactly this process, and uses
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HERWIG for modeling the parton showering and multiple parton scattering.
Furthermore the SM Higgs decay to W+W− is added. In this process the
SM, with a mass of mH = 125 GeV is generated by gluon gluon fusion. The
event generator used is POWHEG with the parton showering methods from
PYTHIA.

Background Processes

The major background processes are listed in section 2.3.2. These are mainly
events of a single W or Z boson with associated jets and top events. Pro-
cesses with a gauge boson and associated jets are simulated with ALPGEN.
This generator is specialized for processes with a fixed number of partons and
high jet multiplicity in the final states [50]. MC@NLO is a next-to-leading
order generator, which calculates QCD processes [51]. Therefore it is used
to model the tt̄ and single top events. Since it is not able to simulate the
hadronization for the jets, it is interfaced to AcerMC. As mentioned in sec-
tion 6.1.1 POWHEG is a generator which is able to model proper diboson
events, like ZZ and WZ. For this reason it is used to model this diboson
background. The process of Wγ∗ can as well have the same signature as
the dileptonic decay of W+W−. In this case the massive virtual photon de-
cays dileptonically [52]. This process with a massive photon is modeled by
MadGraph, interfaced to Pythia as showering MC generator.

6.2 Corrections to Monte Carlo Events

Simulated events are already very well modeled to real measured data. How-
ever some effects are not included in the modeling of the MC generators.
These effects, like lepton efficiency measurements or a higher average inter-
actions per proton bunch crossing rates, need to be corrected using external
software packages. All correction factors are obtained from software provided
by the ALTAS Collaboration.

6.2.1 Pileup and Vertex Reweighting

The MC samples are usually produced before the data taking period starts.
Therefore it is not possible to know the exact pileup conditions of recorded
data [53]. In order to correct the default pileup in the simulations, the
events needs to be reweighted to fit the real pileup conditions. Similarly to
the pileup reweighting, there is as well a reweighting to the position of the
hard interaction vertex applied.
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(a) Nominal (b) Reweighted

Figure 6.1: The average interaction per bunch crossing <µ>, 6.1a the nom-
inal distribution and 6.1b after pileup weights are applied. Single top and tt̄
processes are summarized under “Top”. ZZ, WZ, Wγ, and Wγ∗ processes
are combined into “Diboson”.

6.2.2 Electrons

The electron efficiency of the ID is determined using a tag-and-probe method
in Z → e+e− events [54]. The efficiency scale factors are applied to match the
efficiency in the data. In addition with the use of calibration measurements
in W → eν and Z → e+e−, the electron energy scale is corrected in data
and smeared in MC simulation. The calorimeter energy isolation cone of the
electrons is corrected to settle transverse leakage of the electron shower in
the cone [55].

6.2.3 Muons

The efficiency of the muons has been measured using Z → µµ events. As for
the electrons, the muons are reweighted [56], such that the simulated muon
efficiency matches to the measured muon efficiency in data. Furthermore,
the momentum of the muons is scaled in such a way that the direction of the
muons remains unchanged.

6.2.4 Jets

The pileup correction has a larger effect to the data recorded in the 2012 run
[42]. Therefore the old method of correcting the energy scale of the jets was
improved. The new correction technique implies several stages of correction
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[57]. The clusters are calibrated based on their properties. Afterwards the
Jet is corrected depending on the pileup. The jet direction is changed to
point to the primary vertex. Hereafter the absolute EtaJES correction is
applied. This calibrates the four-momentum and the direction of the jet.
Finally a correction based on the tracking is applied, which reduces flavor
dependence.

6.2.5 Lepton Trigger Scale Factors

Lepton trigger efficiencies are measured with a tag-and-probe method in Z →
l+l−(l ∈ [e, µ]) events. This is done in data and MC events. In order to bring
the efficiency of the triggers in agreement with the measured efficiency, scale
factors are calculated in the following way:

SF =
1− Πi(1− εDatai )

1− Πi(1− εMC
i )

. (6.1)

In this formula εi stands for the measured efficiency in data and MC
respectively. The scale factors are applied to the MC events.
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7 | Data Sets

7.1 Recorded Data from the ATLAS Detector

The data taking period for pp collisions in the year 2012 started an 26th
March and ended on the 17th December. Figure 7.1 shows the integrated lu-
minosity for the year 2012. The green line depicts the luminosity delivered by
the LHC. Integrated over the whole period, it sums up to LLHC = 23.3 fb−1.
The yellow line shows the luminosity recorded by the ATLAS detector, dur-
ing stable beam conditions. The integrated luminosity recorded is LATLAS =
21.7 fb−1. The Luminosity is determined by luminosity detectors, which are
calibrated using the van-der-Meer beam-separation method [18]. The beams
are vertically and horizontally crossed, in order to determine their overlap
function.

The recorded data underwent a general reprocessing in the summer of
2012. The reprocessing was motivated by improving the data quality to
resolve several issues, as for example the alignment in the ID and the muon
spectrometer were modified [58].

7.2 Event Cleaning

There are some events, which do not fulfill the quality standard for recorded
data. These problematic events need to be removed. This sections lists the
quality standards defined by the Standard Model group.

7.2.1 Data Quality

High data quality is only guaranteed when all components of the ATLAS
detector are running properly. Therefore events must be in the “Good Run
List”. This is an auto-generated list of luminosity blocks considered to have
good data quality.
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Figure 7.1: This plot shows the integrated luminosity L on a day-scale during
the 2012 run. The green line illustrates the delivered integrated luminosity
by the LHC, the yellow line shows the recorded luminosity by the ATLAS
detector [18].

7.2.2 Detector Flags

The liquid argon calorimeter has occasional noise bursts [59]. These bursts
are distorting the exact measurement of the energy. The recorded events are
automatically detected and flagged. Problematic1 events are rejected.

7.2.3 Hot Tile Calorimeter

In rare cases during the data taking period B1 and B2 there was a problematic
module in the tile calorimeter. It is recommended that events with jets,
pointing close to a certain region in η and φ, are rejected [60].

1Detector flags: “lArError”, “TileError”.
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7.2.4 Stream Overlap

As mentioned in section 7.1, this analysis uses the “Egamma” and “Muon”
stream. This means data is written out to streams depending on the fired
triggers. In cases, in which electron or γ triggers and muon triggers are fired,
the event is exported to both streams. In order to avoid a double counting
of events, this overlap can be dropped out in a simple way. First, the whole
“Muon” stream is processed. The events of the “Egamma” stream are then
tagged if they are exported to both streams. Since these events would appear
twice in the analysis, they are rejected.

7.2.5 Missing Transverse Energy Cleaning

Some energy deposits in the calorimeter can be reconstructed as “bad jets”.
If these bad jets are not matchable to reconstructed muons or electrons, it
indicates that they have their origin in hardware problems or cosmic ray
showers. Since these misidentified jets would distort the calculation of the
missing transverse energy, the whole event has to be rejected. Therefore jets,
tagged as “bad jets”2, and greater transverse momentum than 20 GeV, not
overlapping with a lepton with a cone of ∆R = 0.3 are rejected.

7.2.6 Lepton Trigger

This analysis uses a combination of single lepton triggers. These four triggers
are listed in table 7.1. For example “EF_mu36_tight” stands for an event-
filter level muon trigger with a pT threshold of 36 GeV. The tight means the
object has to fulfill a tight selection of quality criteria. There are further
muon and electron triggers available. In case one of them is fired the event
is exported to the “Egamma” or “Muon” stream. This analysis requires one
of the four lowest unprescaled single-lepton triggers, which are listed in table
7.1. Therefore the data streams are filtered correspondingly to at least one
of these triggers is fired.

2Defined set of criteria according to the official recommendation.
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Lepton Trigger
Muon EF_mu24i_tight

EF_mu36_tight
Electron EF_e24vhi_medium1

EF_e60_medium1

Table 7.1: Event-filter level single lepton triggers. In analyzed events it is
required that at least one of these triggers has fired.
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8 | Event Selection

The dileptonic decayW+W− → l+νll
−ν̄l can be categorized into three topolo-

gies: e+e−+ 6ET , µ+µ−+ 6ET or e±µ∓+ 6ET . All these three channels have
the same event preselection. The preselection includes the requirements for
general data quality criteria and is described in section 8.1. The event selec-
tion, described in section 4.2, is channel dependent. The 6Erel

T , the Z veto,
and the pT,ll cuts are different for the same flavor channels compared to the
eµ channel.

8.1 Event Preselection Criteria

The preselection criteria for MC are explained in section 6.2, and the data
event cleaning is explained in 7.2. In the following the applied preselection
criteria are summarized.

• Data Quality: Events are filtered with respect to the data quality
criterion by the GoodRunList as described in section 7.2.1.

• Detector Flags: Events affected by LAr noise bursts or tagged as
problematic as described in section 7.2.2, are removed.

• Hot Tile Calorimeter: Events with Jets pointing in the problematic
region of the tile calorimeter during the run B1 and B2 are removed.
This is described in section 7.2.3.

• Primary Vertex Tracks: The reconstructed primary vertex needs to
have at least three associated tracks. Otherwise the events are dropped.

• Stream Overlap Removal: Events appearing in the “Egamma” and
“Muon” stream, since a muon and an electron or γ trigger has fired.
This is described in section 7.2.4 and duplicated events are removed
from the “Egamma” stream.
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• Trigger Selection: As explained in section 7.2.6 this analysis requires
at least one of the lowest unprescaled single lepton triggers. The trig-
gers are “EF_e24vhi_medium” or “EF_e60_medium” for electrons,
and for muons “EF_mu24i_tight” or “EF_mu36_tight”. If none of
these trigger has fired the event is rejected.

• Dilepton Selection: This analysis uses only the dileptonic decay
channel of the W+W−, which should yield two leptons in the final
state. Every event containing more than two leptons are dropped.

• 6ET Cleaning: Misinterpreted energy deposits in the calorimeter can
lead to a distorted 6ET calculation. Therefore events where “bad jets”
are not overlapping with leptons, are removed. This is described in
section 7.2.5.

• Oppositely Charged Leptons: Since the charge is conserved, one
expects two oppositely charged leptons from W+W− decay. If the
leptons have the same charge, they can not result from aW+W− decay.
These events are rejected.

• Leading Lepton pT : The leading lepton should have a momentum
pT > 25 GeV. This is important to reach the plateau of the trigger
efficiency and enables the use of the trigger scale factors.

• Trigger Matching: First one of the lowest unprescaled lepton triggers
was required to fire. Furthermore the fired trigger must be assigned to
one of the both leptons. This is called trigger matching. Events where
triggers and leptons can not be matched together are rejected.
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8.1.1 Kinematic Distributions after Preselection

This section shows kinematic distributions and the cutflow table of selected
variables after they passed the preselection criteria. In the following plots
and tables, similar background processes (see section 2.3.2) are combined
together. Single top and tt̄ processes are summarized under “Top”. ZZ, WZ,
Wγ, and Wγ∗ processes are combined into “Diboson”. The label “Z+Jets”
denotes processes where Z/γ∗ decays and can have associated jets. The
cutflow table of the preselection is given in Table 8.1. Figure 8.1 shows the
invariant mass of the reconstructed leptons. The 6Erel

T is depicted in figure
8.2 and dileptonic momenta of the leptons is shown in figure 8.3. Figure 8.4
shows the jet multiplicity.

Criterion W+W− prediction Total MC Data
Initial 122.678± 70 856.920.000± 210.000 1.449.498.968
Data Quality 122.678± 70 803.260.000± 200.000 1.357.047.402
Detector Flags 122.678± 70 803.260.000± 200.000 1.354.272.708
Tile Calorimeter 122.678± 70 803.260.000± 200.000 1.354.272.708
FCAL Cleaning 122.678± 70 803.260.000± 200.000 1.354.272.708
Primary Vertex 122.235± 70 797.860.000± 200.000 1.350.402.614
Pileup Weight 122.255± 80 798.130.000± 230.000 1.350.402.614
Vertex Weight 121.675± 84 847.600.000± 250.000 1.350.402.614
Stream Overlap 121.675± 84 847.600.000± 250.000 1.338.044.076
Trigger 72.176± 65 247.210.000± 130.000 525.903.722

Table 8.1: Cutflow table after applied criteria of the preselection. The sim-
ulated events are scaled to an integrated luminosity of 20.1 fb−1. Since a
simulation for the QCD background is not used, there is a discrapency be-
tween data and MC.

48



(a) eµ channel

(b) µµ channel

(c) ee channel

Figure 8.1: The invariant mass Ml+l− of the dilepton system after all prese-
lection criteria are applied. On top for eµ channel, middle µµ channel, and
at bottom ee. The last bin is the overflow bin. It contains all events with a
invariant mass greater than 200 GeV.
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(a) eµ channel

(b) µµ channel

(c) ee channel

Figure 8.2: The 6Erel
T distribution. On top for eµ channel, middle µµ channel,

and at bottom ee.
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(a) eµ channel

(b) µµ channel

(c) ee channel

Figure 8.3: These plots depict the transverse momentum of the dilepton
system after all preselection criteria are applied. On top for eµ channel,
middle µµ channel, and at bottom ee.
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(a) eµ channel

(b) µµ channel

(c) ee channel

Figure 8.4: The jet multiplicity distribution after all preselection criteria are
applied. On top for eµ channel, middle µµ channel, and at bottom ee.
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8.2 Event Selection Criteria

The event selection was already explained in section 4.2. A brief summary
of the applied selection criteria is given below.

• Invariant Mass: The mass of the dilepton system must be greater
than 15 GeV for same flavor and greater than 10 GeV for the eµ channel.

• Z Veto: To suppress mainly the decay of the dileptonic decay of the Z
boson, the requirement |Ml+l− −MZ | > 15 GeV is applied in the same
flavor channels

• 6Erel
T : 6Erel

T > 45 GeV for same flavor and 6Erel
T > 25 GeV in the eµ channel.

• Jet Veto: Every event containing a jet is rejected. The jet object
selection is explained in section 5.3. The most important selection
criteria for a jet are pT > 25 GeV and |η| > 4.5.

• Dilepton Momentum: pT,ll > 45GeV in same flavor and pT,ll >
25 GeV in the eµ channel.

8.2.1 Distributions and Cutflow of Selected Events

This section shows a selection of kinematic distributions in the signal region,
after all selection criteria are applied. Figure 8.5 depicts the invariant mass of
the leptonsMl+l− for the different flavor final states. The transverse momenta
of the dilepton system pllT is shown in figure 8.6. The complete cutflow table
is given in table 8.2. The final event yield in the signal region is listed in
table 8.3. Similar backgrounds are combined together as already explained
in section 8.1.1 for a simpler description.
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(a) eµ channel

(b) µµ channel

(c) ee channel

Figure 8.5: Distribution of the invariant mass in the signal region.
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(a) eµ channel

(b) µµ channel

(c) ee channel

Figure 8.6: Distribution of transverse momentum of the dilepton system in
the signal region. 55
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Background e+e−+ 6ET µ+µ−+ 6ET e±µ∓+ 6ET Combined
Diboson 58.5± 2.8 68.6± 1.6 258.3± 6.0 385.4± 6.8
Top 137.7± 5.5 176.9± 6.6 624± 12 938.6± 217.8
W+Jets 73± 36 43± 29 491± 90 607± 101.2
Z+Jets 255± 25 565± 31 123± 22 943± 45.5
W+W− 505.8± 5.4 865.4± 7.1 3280± 14 4651.2± 16.6
Total MC 1030± 44 1719± 44 4777± 94 7526± 112
Data 939 1833 4798 7570

Table 8.3: Summary of the expected background, predicted signal events,
and the observed events. MC events are scaled to an integrated luminosity
of 20.1 fb−1.

8.3 Cutflow Comparison Challenge

Although requirements for object definition, event selection criteria, and the
same input data sets are fixed, it can happen that different analysis groups
get deviating numbers of events after the selections applied, due to the com-
plex analysis structure. It is most important to understand the differences
between the analysis groups. The analysis groups collate the number of
events in a so-called cutflow comparison challenge. In this procedure the
number of events is cross checked after each selection step. Differences be-
tween different groups are systematically investigated in order to understand
their cause. This is repeated until the groups reach agreement.

For the 2012 data a cutflow comparison challenge was done for six different
groups using five different analysis frameworks. The particle identification
requirements, as described in chapter 5 are cross checked for electrons, muons,
and jets. The preselection requirements, which are described in section 8.1
and the event selection criteria (see section 4.2) are compared as well. In
sum, about 40 requirements are cross cross checked between the groups.
This analysis uses AOD input files, while the other use n-tuple structured
DPD input files called NTUPLE. It can happen that the assigned files for a
certain data taking period do not yield exactly the same number of events,
e.g. the complex conversion process from the AOD format into the DPD
requires a large number of grid jobs and events can be lost due to processing
crashes or bookkeeping errors.
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The comparison challenge was done on three different subsamples for MC
and data. Each sub-sample contain the same number of events in the AOD
and NTUPLE input files. This ensures the same initial conditions for the
different analysis groups. The contribution of this analysis was to compare
and cross-check between AOD and derived data. Several variable calculations
in the NTUPLE production process were cross-checked as well.
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9 | Cut Optimization Study

In order to suppress the contribution of Z → ττ → eνeντµνµντ in the signal
region, a cut on Mll can be applied. Figure 9.1 shows the invariant mass
distribution after the minimum invariant mass requirement is applied. One
can see the peak of Z → ττ decays around 60 GeV. The implementation of
a new selection cut in the eµ channel is studied.

One important measure for selection cuts is the significance, which is
given as

σ =
S√
S +B

. (9.1)

In this formula S denotes the number of W+W− events and B is the sum
of all background events.

In addition, the cut optimization is studied applying systematic uncer-
tainty for the jet energy scale. The nominal value of the jet pT is varied by
±1σ. The uncertainty is given by the difference in event yield from up- and
downscaling to the nominal value. The systematic uncertainty of the jet is
then taken into account. The corrected significance is given as:

σsys =
S√

S +B + (∆B)2
(9.2)

where ∆B denotes the systematic uncertainty from the energy scale variation.
A further important measure is the signal purity, in particular for systematic
uncertainties. The purity is defined as the ratio of signal events to background
events. Both, significance and purity are calculated after all selection criteria
are applied.

The implementation and the variation of the Mll interval is done as fol-
lows:

1. Mll Interval: The selection interval is implemented with the standard
analysis selection. Since the Z → ττ has a peak at about 60 GeV the
lower threshold is varied from 54 GeV to 58 GeV. The upper threshold
of the interval is varied from 62 GeV to 66 GeV in 1 GeV steps.
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Figure 9.1: The invariant mass of the dileptonic system in the eµ channel.
The contribution of Z → ττ → eνeντµνµντ with a peak at about 60 GeV.

2. Jet Energy Veto: This analysis rejects all events containing recon-
structed jets, and therefore it is sensitive to the jet identification. In
the second iteration, the transverse momentum requirement for jets is
increased from 25 GeV to 30 GeV and step 1. is repeated.

3. Missing Energy Selection: With standard selection requirements,
the 6Erel

T in the eµ channel needs to be greater than 25 GeV. This helps
to reduce most of the Z → ττ decays. In the third iteration the 6Erel

T

requirement is dropped and the steps 1. and 2. are repeated.

4. Include JES Uncertainty: The uncertainty for the jet energy scale
is taken into account. The points 1. and 2. are repeated and the
corrected significance given in equation 9.2 is calculated.
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9.1 Significance and Purity Results

In the following subsections the effects on the significance and purity are
discussed for steps 1.-4.

9.1.1 Mll Interval and Jet Energy Veto

Figure 9.2 shows the significance and the signal purity as function of the
lower and upper Mll cuts. The significance is high for a smaller interval with
a maximum of 19.71 for the smallest interval between 58 GeV and 62 GeV.
It decreases with a broadened interval to a value of 19.03. The signal purity
varies between 73.97% and 74.36%. Compared to the original significance
of 20.12, the maximal significance is below the original value. The purity
increased for the smallest window from 73.71% to 74.01%.

Figure 9.3 shows the same distribution as Figure 9.2 but the jet energy
veto is raised to 30 GeV. The significance increases to a maximum of 19.92
for the smallest Z veto window and decreases to a minimum value of 19.33.
No Z veto combination exceeds the original significance of 20.31, while the
signal purity is increased for every veto combination. The maximum purity
of 67.48% is reached for a Z veto window from 55 GeV to 63 GeV.
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Figure 9.2: The significance on top and the signal purity on the bottom. The
interval thresholds of the dileptonic invariant mass are varied.
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Figure 9.3: Significance (top) and purity (bottom). The jet pT requirement
is increased to 30 GeV.
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9.1.2 Missing Transverse Energy Cut

As described under point 3. the 6Erel
T requirement is dropped and step 1.

and 2. are repeated. Figure 9.4 shows again the significance and the purity.
The nominal significance is 20.06. High significance is reached for smaller
intervals and it decreases for wider intervals. No combination of lower and
upper Mll threshold exceeds the original value of 20.12, which is depicted
in figure 9.2. All combinations of the Mll interval exceed the original signal
purity of 59.65% by at least 1%. The maximum of 62.77% is reached from
55 GeV to 66 GeV.

Figure 9.5 shows the significance and the purity with the increased re-
quirement on the transverse momentum of the jets. The significance raises
with smaller Z → ττ interval to a maximum of 20.16 at a window from
58 GeV to 62 GeV. The more the interval is broadened, the more the signif-
icance decreases. The minimum value for the significance is obtained using
the largest Mll of 54 GeV to 66 GeV. The original purity is 53.94% and is
exceeded for every interval size. In this case the highest purity is reached for
a window of 55 GeV to 66 GeV with a value of 56.91%.
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Figure 9.4: The significance on top and the signal purity on the bottom
in dependence of the upper and lower Z → ττ . The 6Erel

T requirement is
dropped.
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Figure 9.5: The significance on top and the signal purity on the bottom in
dependence of the upper and lower Z → ττ cut. The 6Erel

T requirement is
dropped and the jet pT increased to 30 GeV.
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9.1.3 Multijet JES Uncertainty

The jet energy scale uncertainty is implemented and the corrected significance
given in equation 9.2 is calculated. The procedures described in point 1. and
2. are then repeated. In figure 9.6 the corrected significance and the signal
purity are shown. The significance distribution reveals no clear pattern in
this study. The maximum value of 9.11 is reached for a veto window from
58 GeV to 65 GeV and exceeds the original corrected significance of 9.04. The
maximal purity of 74.36% is reached for an interval from 54 GeV to 63 GeV.

The corrected significance and the purity for the increased jet energy veto
is shown in figure 9.7. The nominal significance of 9.76 is greater than the
nominal significance shown in figure 9.6. The significance is again higher for
smaller intervals and decreases with larger ones. The maximum of 9.68 is
given for an interval from 58 GeV to 62 GeV. However, the maximum does
not exceed the original corrected significance of 9.76. The purity reaches its
maximum for an interval of 55 GeV to 63 GeV with a value of 67.48% and is
above the original purity of 66.93%.
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Figure 9.6: The corrected significance on top and the signal purity on the
bottom.
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Figure 9.7: The significance on top and the signal purity on the bottom. The
jet energy veto is increased to 30 GeV.
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9.2 Summary

Section 9.1.1 shows that an implementation of a Mll veto in the eµ channel
does not improve the nominal significance, whereas the purity is increased. A
higher threshold for the momentum of the jet with greater than 30 GeV also
does not improve the nominal significance. The same combinations of lower
and upper bounds for the interval are tested in section 9.1.2 without any
requirements on the missing transverse energy. It is found that the purity
can be increased but not the significance.

Section 9.1.3 shows the variation of the interval when jet energy scale
systematics are taken into account. The significance is increased in compar-
ison to the original for the interval from 58 GeV to 65 GeV, from the original
value of 9.04, to 9.11. Increasing the minimum momentum requirement for
the jets leads to a distinctly higher significance under consideration of the
systematic uncertainty. An implementation of the Z → ττ cut in the eµ
channel increases the significance and the signal purity simultaneously when
the systemic uncertainty is taken into account. Overall, however, considering
the small gains the cut on Mll in the eµ channel is not applied for the final
selection.
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10 | Background Estimation

The background modeling done by MC is already very good. However some
effects like jets faking leptons are not sufficiently included in these model-
ings. Therefore data-driven methods are used to acquire proper background
descriptions. Background estimation methods for the main backgrounds are
briefly described in this section. In addition, the cosmic muon background
is estimated.

10.1 W+Jets

This background enters the signal region when a W boson is produced in
association with jets. The jet is then misidentified as a lepton and the event
has the same signature as the dileptonic decay of a W+W− boson pair.
Since the description of these jet fake rates is not accurate, the background
is estimated with a data-driven fake-factor method.

For the control sample a “jet-rich” lepton is defined. This lepton is en-
riched in QCD jets. Events in the control region have a well identified lepton
and a “jet-rich” lepton. The full analysis object selection criteria are applied,
treating the jet as a lepton. The background can then be estimated by scal-
ing the control sample with a fake-factor. The fake-factor fl is defined for
muons and electrons, respectively. It is the ratio of jets passing the full anal-
ysis selection criteria to the number of “jet-rich” leptons passing the analysis
selections. This fraction is given in equation 10.1. This fake-factor

fl =
Nidentified lepton

Njet-rich lepton
(10.1)

is measured in di-jet events in data. The background estimation is done by
scaling the events in the W+Jets control sample, as follows

Nid + fake = fl ×Nid + jet-rich. (10.2)

Special for the eµ channel is that theW+Jets background prediction includes
rates from both leptons. The different flavor is taken into account, as given
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in equation 10.3.

N eµ
id +fake = fe ×Nidµ + jet-rich e + fµ ×Nidµ + jet-richµ (10.3)

The definition for the “jet-rich” leptons is similar to the normal lepton se-
lection. Though for the muon the d0 selection is dropped and the isolation
loosened. Only a minimal track requirement is applied for “jet-rich” electrons.
The selection of jet enriched fake leptons is done the following way:

• Trigger: In the momentum region of 20 GeV < pT < 25 GeV the
trigger EF_g20_etcut is required and the trigger EF_g24_etcut for
electrons with pT greater than 25 GeV. The trigger EF_mu15 is used
for muons.

• W Veto: Events having a lepton with a higher momentum as 30 GeV
are rejected.

• Z Veto: In cases where the invariant mass of the leptons is within a
13 GeV region around the Z mass, the event is rejected.

• EW Subtraction: Contamination from electroweak processes is sub-
tracted using a WZ inclusive MC simulation.

• Lepton-Jet Overlap: If a tight electron overlaps with a jet, the jet
is rejected. In case of muons the selection criterion is looser, when
overlapping with a jet, the jet is rejected as well.

• ∆φMuon-Jet: The difference in the azimuth angle between fake muon
and jet must fulfill ∆φ > π/2.

To estimate the systematic uncertainties for this method the cross section
of the SM backgrounds are varied. Furthermore systematic uncertainties for
the pileup are estimated in dependence of the average number of interactions
per bunch crossing. Trigger efficiencies and sample dependence are taken
into account as well.

TheW+Jets control region contains one loose and one tight lepton. First
of all, the tight lepton is required. Afterwards more than one loose lepton is
required. Loose leptons with low transverse momentum are removed.

10.2 Z+Jets

The Drell-Yan background (Z/γ∗ → l+l−) is the largest background in this
analysis. This process contributes to the analysis mostly through mismea-
sured 6ET . Since the modeling of the mismeasured 6ET is not expected to

72



be precise in the MC, the contribution of this process as a background is
determined by a partially data-driven method.

The scale factor for this is obtained using an control region (CR). The
control region is defined by reversing the pllT cut in the event selection. The
control region is dominated by Z+Jets processes. All other criteria in the
event selection remain the same. It is assumed that the discrepancy in the
control region between data and MC is caused by the Z+Jets background
only. Hence the scale factor is derived as

SF =
NData
Z,CR

NMC
Z,CR

=
NData

CR −NMC
non−Z,CR

NMC
Z,CR

. (10.4)

In this formula NData
Z,CR is the total number of events observed in the control

region, NMC
non−Z,CR is the number of simulated events of non-Z+Jets processes

in the control region, and NMC
Z,CR is the number of simulated events of Z+Jets

processes. The derived scale factor is then applied to the predicted MC events
in the signal region.

10.3 Top

The preferred decay of the top quark is t→ Wb, where the W boson further
decays in the leptonic mode. The b quark would result in a jet in the final
state, hence most of these top events can be rejected by vetoing on events
with jets. However the jet can be misidentified as a second lepton, or since
the hadronization of a b quark often results in low energy jets, they can fail
the jet selection threshold of pT > 25 GeV. Both processes, the top pair
tt̄→ WbWb and the single top tW → WbW contribute to the signal region
as a background.

The “Template Method” is also used for the H → WW analysis and is
described in more detail in [61]. This method uses three defined regions. In
Signal Region 1 (SR1), the event passes the 6ET selection without the jet veto
selection. In Signal Region 2 (SR2) all of the selection criteria are applied.
The third region is the Control Region (CR). This is a subset of SR1. The
difference is that at least one jet is b-tagged with pT > 20 GeV.

The jet multiplicity distribution for SR1 is determined from data by a
b-tagged control region. The distribution is extrapolated from the CR to the
SR1 using the ratio of SR1 to CR from top MC simulations. The normal-
ized non-top contribution of the CR is fitted to data using a log-likelihood
minimization and subtracted from the data in the CR. The estimate in SR1
of top background is then estimated from the 0 jet bin entry. The final esti-
mate in SR2 is done by scaling the data-driven 0 jet bin with the efficiency
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of the last cut in respect to the 6Erel
T cut. This is also the efficiency of the

cut, separating SR1 from SR2.
The statistical uncertainty is calculated from b-tagged CR from data,

scaled by the ratio of SR1 and CR of top events from the MC. The systematic
uncertainties are estimated by varying the scale and energy resolution of the
electron, muon, and jet. In addition the default 6Erel

T term is compared with
results while the energies of non lepton contributions are varied.

10.4 WZ, ZZ, Wγ, and Wγ∗ Diboson Back-
ground

The diboson background consists ofWZ, ZZ, Wγ, andWγ∗ processes. The
estimate for the diboson background is based on MC simulation. The cross
sections of these processes are normalized to the integrated luminosity of
20.1 fb−1. The Zγ process is already included in the Z + Jets sample used.
The estimation forWγ is done by using a derived k-factor from comparison of
data and simulation [62]. This produces a normalization factor of 1.37±0.10.
The given uncertainty results mainly from photon identification uncertainty.
Since the virtual photon has low mass, the kinematic distribution for Wγ
and Wγ∗ signatures are similar. High mass photon production is included
in the WZ samples. In order to avoid double counting of events, the Wγ∗
process has an upper limit of 7 GeV and the WZ process samples have a
lower limit of 7 GeV on the boson mass. Table 10.1 shows the different boson
pairs and their contribution as a background to the event selection channels.

Diboson e+e− µ+µ− e±µ∓ Combined
ZZ 13.16± 0.5 21.13± 0.6 4.98± 0.2 39.3± 0.8
WZ 17.1± 1.0 44.6± 1.4 112.0± 2.3 173.7± 2.9
Wγ 10.9± 1.4 0.0± 0.0 54.6± 3.0 65.5± 3.3
Wγ∗ 17.3± 2.1 2.9± 0.50 86.7± 4.6 106.9± 5.1
Total 58.5± 2.8 68.6± 1.6 258.3± 6.0 385.4± 6.8

Table 10.1: Background estimations for WZ,ZZ,Wγ, and Wγ and their
statistical uncertainties. The numbers are derived from SM simulations, nor-
malized to an integrated luminosity of 20.1 fb−1.
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10.5 Cosmic Muons

Pions can be created by cosmic ray protons colliding with particles in the
upper atmosphere. The decay fraction of pions to a muon and a muon-
neutrino is π± → µ±νµ : 99.9% [9]. Due to the time dilation effect of special
relativity the µ can survive long enough to reach the earth’s surface. This
happens with a rate of about 160 Hz per square meter with an energy Eµ
greater than 1 GeV [34]. High-energy muons, traveling through the ATLAS
detector can fire muon triggers. In case the muon travels trough the detector
close to an interaction vertex, the muon can be identified as a collision muon.
The following section describes two methods for an estimation of the high
energy cosmic ray muon.

10.5.1 Cosmic Box

In case the muon travels through the ATLAS detector close to an actual
interaction vertex, the muon can be reconstructed as two oppositely charged
back-to-back muons, with a small expected 6ET . The origin of the two muons
is reconstructed in the center of the detector. The muons would appear as
back-to-back muons which means their track is a straight line going through
the detector. These back-to-back particles can be described by ∆φ = π
and η1 + η2 = 0. In order to estimate the rate of this process the detector
collected data while no beam collisions took place. The data taken in 2011
shows that 99.7% of the cosmic muons are within a region of ∆φ−π < 0.0015
and |η1 + η2| < 0.002. The contribution as a background is determined by
counting muons, which pass the normal lepton analysis selection, in the box
of ∆φ− π < 0.0015 and |η1 + η2| < 0.002. There are not exclusively cosmic
muons in this box, but also muons from collision events. The muons from
collisions are estimated from a broadened region of |η1 + η2| < 0.006 and
|∆φ − π| < 0.0045. The broadened box can be divided into nine areas with
the same size of the cosmic box.

Excluding the actual cosmic box, the eight boxes left of the broadened
region contain 204 events in total, 13 passing the Z veto. The extrapolated
collision events for a box of the original size is 25.5±5.0 on total and 1.6±1.3
reaching the Z veto. For the 2012 LHC data 40 events are observed in the
cosmic box. Only 15 passed the Z mass cut. Each of those 15 events failed
the missing ET cut. These numbers indicate that the cosmic background is
negligible. The distribution of these events is depicted in figure 10.1.
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Figure 10.1: The distribution of the dilepton system in the η − φ plane.
The red box indicates the cosmic box, in which 99.7% of cosmic muons are
in. The green box indicates the broadened box, with which the background
for the red box is estimated. The data used corresponds to an integrated
luminosity of 20.1 fb−1.

10.5.2 Lower Half Track

A second possibility how cosmic ray muons can contribute to the WW selec-
tion is when only the lower half of the muon is tracked. This happens when
the upper half of the track is outside of the triggering window of the detector.
In case where an electron or muon is already produced from collisions, the
signature looks like the dileptonic decay of W+W−. To estimate the contri-
bution of these events the primary vertex-track requirement is dropped and
lepton impact parameter (d0 and ∆z0) cuts are loosened. The events in the
region of 20 mm < ∆z0 < 120 mm are counted and linearly extrapolated to
the interesting region of ∆z0 = 1 mm.

Due to the loosened impact parameter requirements of the muon this also
contains leptons produced in pileup collisions, which is constrained as well
this way. The control region of ∆z0 between 20 mm and 120 mm, which is
depicted in figure 10.3 for the µµ channel, encloses 133 events. Extrapolated
to the the region of 1 mm one can expect about 1.3 cosmic muons (or pileup)
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Figure 10.2: ∆z0(µ, l) after regular preselection in the cosmic control region
for eµ channel with loosened vertex cuts. The control region is in the range
20 mm < ∆z0(µ, l) < 120 mm and encloses 45 events.

passing the preselection cuts. The control region for the eµ channel contains
45 Events, extrapolated to 1 mm one can expect less than 0.5 cosmic muons
(or pileup). The control region is shown in figure 10.2.

In consideration of loosened impact parameters and vertex requirements
during the estimation, the amount of cosmic muons is substantially further
reduced when the normal event selection is applied. Therefore this type of
cosmic background can be neglected as well.
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Figure 10.3: ∆z0(µ, l) after regular preselection in the cosmic control region
for µµ channel with loosened vertex cuts. The control region is in the range
20 mm < ∆z0(µ, l) < 120 mm and encloses 133 events.
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11 | Summary and Outlook

This thesis studied the production of W+W− boson pair with the ATLAS
detector at a center-of-mass energy of

√
8 TeV. The analysis is based on a

study of 2011 data, which has been updated to match the demands of the
data recorded during the year 2012. The analysis was cross checked with
six different analysis groups from the ATLAS collaboration. More than 40
parameters were compared in a cut-flow challenge. New calibration scales
and corrections were implemented. The contribution of Z → ττ decays in
the eµ channel has been studied and improvements have been investigated in
a cut optimization study. A Z → ττ veto based on a invariant mass interval
around the decay peak of the Z boson has been implemented and the ef-
fects on significance and signal purity have been investigated. Improvements
could be obtained but they were considered too small to warrant a change
of the established selection criteria. However, it was shown that systematic
uncertainties can have a significant impact on cut optimization and should
be taken into account. For an update of the measurement of theW+W− pro-
duction cross section in proton-proton collisions at the LHC with the ATLAS
detector, the cosmic muon background has been estimated. Cosmic muons
can be falsely reconstructed as muons from a proton-proton interaction in
the ATLAS detector. Based on analysis of cosmic data it was found that the
event and particle selection criteria do sufficiently suppress the contribution
of the cosmic muons.

The final determination of the W+W− cross section production at the
LHC with 2012 data is still in progress. It is crucial to implement data
driven methods for background estimations and to estimate the systematic
uncertainties on which other analysis groups are still working. A conference
contribution containing the final ATLAS result with contributions from this
thesis is in preparation.
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