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Abstract

Micro-MEsh GAseous Structure (Micromegas) detectors are Micro Pattern Gaseous Detec-
tors (MPGD’s) used for their high-rate capability and excellent spatial resolution achieved
through a narrow amplification gap and fine strip/pixel pitch readouts. However, this
performance comes at the expense of requiring a large number of readout channels for in-
dividual strips/pixels, which makes it more costly and power-intensive. The development
and testing of large-sized pixels are investigated, which leverage charge-sharing princi-
ples across multiple pixel layers, an alternative to strip-based readouts in Micromegas, to
strongly reduce the number of readout channels. Each successive layer is designed with
larger pixels twice the size of the ones below, culminating in a final layer that aggregates
charge information to determine the particle hit position. This approach reduces the num-
ber of readout channels while maintaining comparable spatial resolution.
The unique position reconstruction capability of the charge-sharing mechanism, through
geometric charge distribution patterns, was validated through simulations.
Furthermore, two detector prototypes were investigated: a five-layer detector (PAD5) and
a three-layer hybrid detector (PADH) with novel strip-like readouts. The detectors were
optimized with 55Fe X-ray source and were systematically studied using 120 GeV muons
at the H4 beam line at CERN’s SPS and the results are discussed.



iv



Contents

1 Introduction and Motivation 1
1.1 Gaseous Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Applications of Micro-Pattern Gaseous Detectors . . . . . . . . . . . . . . 2

1.2.1 High Energy Physics . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Medical Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Theoretical Background 5
2.1 Particle Photon Interaction with Matter . . . . . . . . . . . . . . . . . . . 5

2.1.1 Charged Particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Photons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Charge Separation, Transport and Amplification . . . . . . . . . . . . . . . 10
2.2.1 Electron Drift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 Ion Drift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.3 Gas Amplification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 Micromegas Detectors 15
3.1 Resistive Micromegas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Anode readout configurations . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.2.1 Strip Readout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2.2 Pixel Readout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.3 Capacitive-Sharing Pixel Micromegas Detector . . . . . . . . . . . . . . . . 18
3.3.1 Readout Configurations . . . . . . . . . . . . . . . . . . . . . . . . 20

4 Experimental Techniques 25
4.1 Scalable Readout System (SRS) . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 Signal Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3 Cluster Building . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.4 Track Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.4.1 Reference Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.4.2 Detector Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.4.3 Detector Shifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.4.4 Detector Rotations . . . . . . . . . . . . . . . . . . . . . . . . . . . 33



vi Tabellenverzeichnis

4.5 Spatial Resolution Determination . . . . . . . . . . . . . . . . . . . . . . . 35
4.5.1 Residual Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.6 Inclined Track Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.6.1 Detection Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

5 Simulation of Charge Sharing Concept 39
5.1 Charge Sharing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.2 Simulation Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

5.2.1 Charge Deposition Model . . . . . . . . . . . . . . . . . . . . . . . 41
5.2.2 Charge Propagation Algorithm . . . . . . . . . . . . . . . . . . . . 41
5.2.3 Position Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . 41

5.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.3.1 Single Pixel Performance . . . . . . . . . . . . . . . . . . . . . . . . 42
5.3.2 Symmetric Pixel Performance . . . . . . . . . . . . . . . . . . . . . 42
5.3.3 Gaussian Distribution Performance . . . . . . . . . . . . . . . . . . 46
5.3.4 Noise Profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.3.5 Gaussian Distribution with Noise . . . . . . . . . . . . . . . . . . . 50

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

6 Characterization with 55Fe source and Cosmic Muons 55
6.1 Characterization with 55Fe . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6.1.1 Measurement Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.1.2 PADH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.1.3 PAD5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.1.4 X-Ray imaging with 55Fe . . . . . . . . . . . . . . . . . . . . . . . . 61

6.2 Hit Multiplicity with 55Fe . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.3 Characterization with Cosmic Muons . . . . . . . . . . . . . . . . . . . . . 64

6.3.1 Measurement Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.3.2 Cosmic Muon Measurements . . . . . . . . . . . . . . . . . . . . . . 66

7 Characterization with 120 GeV Muons 71
7.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
7.2 Perpendicularly Incident Particles . . . . . . . . . . . . . . . . . . . . . . . 74

7.2.1 PADH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.2.2 PAD5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

7.3 Periodic Substructures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.4 Inclined incident particles . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

7.4.1 Pulse Height Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 84
7.4.2 Spatial Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
7.4.3 Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

8 Summary and Outlook 87



Chapter 1

Introduction and Motivation

The fundamental challenge in experimental particle physics lies in the reality that, out of
all the particles and bosons predicted by the Standard Model, only a handful of them are
sufficiently stable or long lived to reach particle detectors to be directly detected (Navas
et al. 2024; Particle Data Group et al. 2022). Even the ones that can be detected do not
make it to the outer detectors in the large detector setups. The vast majority of funda-
mental particles like the quarks, W±, Z0, Higgs boson, decay within very short timescales
making them invisible to direct observation even at relativistic speeds. This observational
constraint has transformed the field of particle physics into a very sophisticated exercise
in event reconstruction to the interaction point, where the existence and identification of
short-lived particles must be inferred from the measurable traces they leave while travers-
ing the detector volume. This necessitates the need for detectors capable of high position
and timing precision in order to obtain precise reconstruction, which would provide insight
into the underlying physics of particle interaction, decay products, and fundamental forces
governing matter at the most elementary scales and hopefully into the physics beyond
the standard model. Among the various detector technologies developed to meet these
demanding requirements, gaseous detectors have emerged as a particularly versatile and
cost-effective solution.

1.1 Gaseous Detectors

Gas detectors have played a fundamental role in particle and radiation detection systems
for over a century. The fundamental principle of ionization of gas molecules by incident
radiation provides a robust and versatile way of detecting radiation across a broad source
of radiation types like e±, µ±, α, γ and so on. The unique combination of the fundamen-
tal detection capabilities when coupled with the practical advantages, gaseous detectors
becomes an irreplaceable technology in the field of experimental particle physics. The
ability to tune gas composition, pressure and electric field configuration allows for opti-
mization across different radiation types and energy ranges. Whether detecting minimum
ionizing particles such as muons, heavily ionizing alpha particles, or electromagnetic ra-
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diation, gaseous detectors can be configured to provide optimal response characteristics
(Kleinknecht 1998). This versatility extends to geometric considerations, where detector
architectures can be adapted from simple cylindrical shapes to planar structures or even
more complex geometries. They offer excellent scalability and remarkable flexibility in
terms of detector design at very low cost, making gaseous detector one of the most af-
fordable options for large scale experiments like ATLAS. The ever-growing demands of
modern high-energy physics, experiments at energies O(10) TeV have led to high particle
rates, radiation doses, and a need for detectors with even higher precise time and spatial
resolution. This has exposed some inherent limitations that traditional wire based gaseous
detectors had. This led to the development of Micro-Pattern Gaseous Detectors (MPGDs).
They offer excellent spatial and temporal resolutions and high rate capabilities over their
predecessors. In this thesis, MICRO MEsh GAseous Structure (Micromegas) (Giomataris
et al. 1996) are studied. Among the different types of readout that Micromegas can have,
the most common ones include strips or pixels (pads) printed on a supportive plate.

1.2 Applications of Micro-Pattern Gaseous Detectors

1.2.1 High Energy Physics

In the field of high-energy physics, MPGDs are part of large experiments like ATLAS
(A Toroidal LHC Apparatus) (Collaboration 2024) and CMS (Compact Muon Solenoid)
(CMS Collaboration 2008) experiments at the LHC (Large Hadron Collider)

(a) View of the multi-purpose ATLAS de-
tector with different subsystems for detec-
tion of particle trajectories, momentum etc.
Figure taken from (Collaboration 2024)

(b) New Small Wheel being lowered into the
ATLAS experiment. The wheel is 10m in di-
ameter. The beam pipe is also visible. Fig-
ure taken from (Brice et al. 2021).

In the phase 1 upgrade of ATLAS, the New Small Wheel (NSW) was installed (Kawamoto
et al. 2013). The NSW includes the Micromegas detector spanning several square me-
ters.Figure 1.1b shows the NSW, with a diameter of 10 m. This illustrates the importance
of the scalability of detectors.
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1.2.2 Medical Physics

MPGD’s are also used in ion and X-ray based radiography (Gutierrez et al. 2012) owing
to their excellent spatial resolution, high rate capability and sensitivity towards charged
ions. Since treatment methods like ion therapy can induce radiation damage to cells,
it is important to constantly monitor the treatment. This again requires scaling up the
detectors to large sizes at low costs while maintaining good precision which makes MPGDs
a good candidate.

1.3 Motivation

The demands of modern particle physics experiments for improved spatial resolution and
higher rate capabilities have driven the development of pixelated detector systems. How-
ever, finer granularity poses a fundamental challenge: the number of readout channels
scales quadratically with detector area when maintaining constant pixel size, leading to
exponential growth in readout electronics, power consumption, and cost. To address this
critical limitation, a novel detector architecture has been developed that fundamentally
decouples spatial resolution from channel count. The capacitive-sharing pixel Micromegas
detectors concept introduces a multi-layered charge-sharing architecture that maintains
the fine granularity of micro-pixels for charge collection while dramatically reducing the
number of required readout channels. The fundamental advantage of this approach lies
in its ability to encode charge signals into fewer channels. This thesis presents a com-
prehensive investigation of capacitive-sharing pixel Micromegas detectors, focusing on the
systematic characterization of their spatial resolution capabilities and detection efficiency
performance.
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Chapter 2

Theoretical Background

2.1 Particle Photon Interaction with Matter

The physics of particles and photons in a detector is dictated by their interaction with
the detector’s active medium. According to contemporary models of particle physics, the
interactions of particles and photons with matter are governed by the four fundamental
forces: electromagnetic, weak nuclear, strong nuclear and gravitational forces. However,
for charged particle and photon detection in gaseous media, the electromagnetic interaction
dominates due to its significantly larger cross-section compared to the other fundamental
interactions, which can therefore be neglected in this context.

2.1.1 Charged Particles

Within electromagnetic interactions, several distinct processes must be considered. Five
primary interaction mechanisms are relevant for charged particles traversing gas detector
media: excitation, ionization, bremsstrahlung, Cherenkov radiation and transition radia-
tion. The photon absorption ionization model by Allison and Cobbs allows calculation of
the mean energy loss of charged particles starting from the interaction of virtual photons
in matter (Allison et al. 1980). This gives the Bethe Bloch formula for heavy charged
particles (Particle Data Group et al. 2022).

−
〈
dE

dx

〉
= 4πNAr

2
emec

2z2
Z

A

1

β2

(
1

2
ln

2mec
2β2γ2Tmax

I2
− β2 − δ(βγ)

2

)
(2.1)

1

1NA the Avogadro’s number, re the classical electron radius, me the electron mass, c the speed of light,
z the charge number of the incident particle, Z the atomic number of the absorber, β = v/c the particle
velocity v divided by the speed of light c, γ the Lorentz factor γ = 1√

1−β2
, Tmax the maximum possible

energy that can be transferred to an electron in a single collision, I the mean excitation energy and δ(βγ)
the Fermi density effect correction to ionization energy loss (Fermi 1940).
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The mean energy loss 1
ρ

〈
dE
dx

〉
of muon in copper is shown as a function of βγ in Figure 2.1.

Four distinct regions can be observed. The mean energy loss falls off as 1
β2 for βγ ≤ 1.

Energy loss is minimum for 2 ≤ βγ ≤ 8. The particles that populate this region are
called Minimum Ionizing Particles (MIP). The mean energy loss of MIP is in the order of
2–3 MeVcm2 g−1 for almost all materials. The collision energy loss described by the Bethe-
Bloch formula exhibits a logarithmic rise proportional to ln(β2γ2) before reaching a plateau
region for highly relativistic particles. But radiative energy loss mechanisms dominate at
very high energies, causing the total energy loss to rise approximately linearly with energy,
which can be seen towards the end of Figure 2.1. At the critical energy Eµc, radiative
energy losses and ionization effects are equal. For low-energy particles with βγ ≲ 0.1, the
Bethe-Bloch formula (equation (2.1)) becomes invalid as shell corrections accounting for
atomic binding effects become significant.

Figure 2.1: Mean energy loss per unit density 1
ρ

〈
dE
dx

〉
for muons in copper as a function of

βγ.

The central limit theorem predicts that energy loss should follow a Gaussian distribution
when particles undergo many independent collision events. However, in thin detector me-
dia, the observed energy loss distribution deviates significantly from a purely Gaussian
form due to the limited number of collision events and the discrete nature of energy trans-
fer processes (Sjue et al. 2017). The asymmetric distribution arises primarily from rare,
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high-energy collisions that produce δ-electrons—energetic secondary electrons that are ca-
pable of inducing additional ionization events. These infrequent but high-energy transfers
create an extended tail toward higher energy losses, resulting in a characteristic asymmetric
distribution where the arithmetic mean exceeds the most frequently observed value.
For such thin detector configurations, Landau’s theoretical framework provides a more
accurate description by focusing on the most probable energy loss rather than the mean
(Beringer et al. 2012). The most probable energy loss

(
∆E
∆x

)
p
corresponds to the peak of the

energy loss distribution and represents the value most commonly observed experimentally.
As detector thickness increases, the collision events increase, and the energy loss distri-
bution gradually approaches the Gaussian limit predicted by the central limit theorem.
In this thick detector regime, the most probable energy loss converges toward the mean
energy loss described by the Bethe-Bloch formula.
Some typical detector gases and their properties are shown in Table 2.1

Table 2.1: Properties of common detector gases. ρ (gas density), Ex and EI (first excitation
and ionization energies), WI (mean energy required to produce one electron-ion pair),(
dE
dx

)
min

(minimum differential energy loss for MIPs), and NP and NT (primary and total
electron-ion pairs generated per cm by minimum ionizing particles). Values correspond
to standard conditions of 20°C and 1013 mbar. Data adapted from (Particle Data Group
et al. 2022)

As particles move beyond the minimum ionizing region of the Bethe-Bloch curve and reach
increasingly relativistic velocities, an additional electromagnetic phenomenon becomes rele-
vant: Cherenkov radiation. This effect occurs when a charged particle traverses a dielectric
medium with a velocity v exceeding the phase velocity of light in that medium, c/n, where
n is the refractive index (Čerenkov 1937). The threshold condition for Cherenkov emission
is thus
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β ≥ 1

n
(2.2)

Above this threshold, the charged particle polarizes the medium along its trajectory, cre-
ating molecular dipoles whose electric fields sum coherently to produce electromagnetic
radiation. This coherent emission occurs because the particle effectively ”outruns” its own
electromagnetic field in the medium. The radiation is emitted in a characteristic cone with
half-angle θC given by

cos θC =
1

(βn)
(2.3)

forming a wavefront that propagates at an angle θC relative to the particle’s direction.

2.1.2 Photons

Unlike the continuous energy loss mechanism in charged particles through multiple minor
collisions, photons either traverse the material unperturbed or are completely removed from
their original trajectory upon interaction. The interaction of photons in matter, based on
their energy, occurs in three different ways: photoelectric effect, compton scattering and
pair production. This discrete interaction behavior results in an exponential attenuation of
the photon beam intensity. For a monoenergetic narrow photon beam with initial intensity
I0 traversing a material of thickness d, the transmitted intensity I follows the Beer-Lambert
law (Leo 1994):

I(x) = I0exp(−µd) = I0exp(
−µ

ρ
x) (2.4)

where ρ is the density, x := dρ is the mass thickness, and µ/ρ is the mass attenuation
coefficient of the material. The mass attenuation coefficient µ/ρ as a function of the
photon energy Eγ is shown in the Figure 2.2
At low energies, Eγ < 100 KeV, the photoelectric effect dominates. A photon of energy
Eγ is absorbed by an atom, and a shell electron of energy Te is emitted, where

Te = Eγ − Eb (2.5)

where Eb is the binding energy of the electron. When the ejected photoelectron originates
from an inner atomic shell, the atom remains in an excited state following the photoelectric
interaction. The atom subsequently de-excites through the emission of characteristic X-
rays or Auger electrons with total energy approximately equal to the binding energy Eb of
the original shell.
In gas detectors, if the photoelectric interaction occurs within the active volume and the
detector is sufficiently thick to absorb the subsequent de-excitation photons, the entire
incident photon energy is deposited and detected. This complete energy deposition makes
the photoelectric effect particularly valuable for photon spectroscopy applications. The
photoelectric cross-section exhibits a strong dependence on the atomic number Z of the
absorbing material:
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σphoto ∝ Z5 (2.6)

This pronounced Z-dependence enables the use of high-Z noble gases in gaseous photon
detectors to significantly enhance detection efficiency compared to lower-Z alternatives
(Kleinknecht 1998).
Compton effect is the inelastic scattering of photons on a quasi-free electron while trans-
ferring part of the energy it possesses. This transfer of energy can be calculated through
the conservation laws of energy and momentum. The corresponding energies are given by
Equation 2.7 and Equation 2.8 (Kleinknecht 1998).

E ′
γ =

Eγ

1 + Eγ

mec2
(1− cosΘ)

(2.7)

T ′
e =

E2
γ

mec2
· 1− cosΘ

1 + Eγ

mec2
(1− cosΘ)

(2.8)

When Θ = 0◦, no energy is transferred between the photon and the electron. When
Θ = 180◦, the photons are backscattered and the maximum transfer of energy occurs
between the photon and the electron. The sharp cutoff at the maximum is called the
compton edge. For photon energies above Eγ > 2mec

2, the photon can annihilate into

Figure 2.2: Total attenuation coefficient for different photon energies in Argon (blue line).
photoelectric absorption (red), compton scattering (black), and pair production (green)
are drawn separately, showing their dominating energy ranges. Data taken from XCOM
database(Berger M.J. 2010).

an electron-positron pair, in the vicinity of a third body, usually the nucleus, to conserve
energy and momentum simultaneously. This process is called nuclear pair production.
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When the third body is an electron, it is called an electron pair production. In Figure 2.2,
it can be seen that pair production becomes the dominant process above Eγ > 10 MeV.

2.2 Charge Separation, Transport and Amplification

The electron ion pairs that are produced through the production mechanisms described
in the sections above are measured as a signal. But this requires that the charges that
are produced are not recombined prior to the measurement. So the electron-ion pairs are
subject to an electric field under which the charges drift, without recombination. The
mechanism by which this is precisely done in Micromegas will be discussed in chapter 3.
The initial electron-ion pairs that are produced cannot be directly measured, as they are
too few in number. The charges are thus amplified through the process of Townsend
amplification. The physical details of the above-mentioned process will be discussed in the
following sections.

2.2.1 Electron Drift

(a) Energy dependency of the elastic scat-
tering cross-section of electrons in different
noble gases. Graphic taken from (Ramsauer
et al. 1929).

(b) Electron drift velocity as a function of
the electric drift field for various Ar:CO2 gas
mixtures at 20◦C and 1013 mbar, Fig from
(Bortfeldt 2014).

In the absence of a magnetic field, the electrons follow the field lines and are accelerated
within the mean free path. At energies of a few eV, de Broglie wavelength of electrons
becomes comparable to their atomic dimensions. At these scales, electrons should be
treated as waves rather than classical particles. This leads to quantum interference effects
- the electron wave can interfere constructively or destructively with itself as it scatters
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off atoms. This is the Ramsauer effect, which causes the scattering cross-section to vary
dramatically with electron energy, creating the characteristic minimum leading to a maxima
in the drift velocity (Kleinknecht 1998). In Figure 2.3a, the characteristic minimum in the
scattering cross-section can be observed, leading to the local maxima that can be seen
in Figure 2.3b. This effect leads to large variations in the interaction cross sections of
the electron with gases. Furthermore, slight changes in the gas compositions lead to a
huge effect in the electron cross-sections, and by extension, the drift velocities. This effect
is highly used in choosing the composition of gases in a gas detector, depending on the
requirements of the detector.
Polyatomic gases, like CO2 and C4H10, in addition to modifying the drift properties, can
also act as quenching gases. They absorb photons that are emitted with the recombination
of electrons with the noble gas ions. This absorption takes place through the excitation
of rotational and vibrational states that they poses due to extra degrees of freedom. As a
result, they prevent discharges in the detector from photon induced ionization (Leo 1994).

2.2.2 Ion Drift

Ions drift under the same electric field the electrons experience. But because of the higher
mass and the shorter mean free path, ions experience less acceleration under the electric
field. Furthermore, ions have less mobility compared to electrons. This makes it easier to
describe the ion transport, unlike the complicated dynamics of electron transport (Grupen
et al. 2008).

v⃗ion = µionE⃗
p0
p

(2.9)

Where v⃗ion is the ion drift velocity and µion is the gas-dependent ion mobility that exhibits
constant behavior over an extensive electric field range and are not strongly influenced by
the admixture of molecular gases. E⃗ denotes the electric field, p is the actual pressure and
p0 is 1 Bar, which is the value of pressure at NTP.
Mobilities for ions of type i (µi) in compound gas mixtures can be calculated using

1

µi

=
n∑

k=1

ck
µik

(2.10)

with ck being the concentration of a gas k and µik being the mobility of the ions of type i
in the gas of type k (Kleinknecht 1998).
Typical ion mobilities for some gases are given in Table 2.2
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Table 2.2: Ion mobility in gases (Kleinknecht 1998))

2.2.3 Gas Amplification

The electrons produced through the interaction mechanisms discussed in the section 2.1,
are finally measured as signals in MicroMegas detectors. But these charges need to be
amplified significantly in order to be seen by the electronics. This is achieved through gas
amplification under very high electric fieldsO(10–100 keV cm−1). Under these high electric
fields, electrons gain enough kinetic energy between collisions with gas atoms to further
ionize other gas atoms to create more electron-ion pairs by impact ionization. This process
repeats for each newly generated secondary electron, subsequently producing additional
electrons and forming an electron avalanche (Townsend 1910). During this multiplication
process, the number of electrons N(x) experiences an incremental increase dN over an
infinitesimal drift distance dx, described by the differential equation:

dN = N(x)α(x)dx (2.11)

where α represents the first Townsend coefficient. The coefficient α quantifies the ionization
probability per unit path length and is formally defined as α = 1/λ, where λ denotes the
mean free path of an electron.
The solution to this differential equation yields the total electron population as:

N = N0 exp

(∫
α(x) dx

)
(2.12)

where N0 represents the number of initial electrons and α(x) is the position-dependent
Townsend coefficient, which exhibits a functional dependence on both the local electric
field strength and the gas composition and density.
The first Townsend coefficient can be parameterized through the empirical relation given
by Korf (Townsend 1910):

α(|E⃗|) = Ap

T
exp

(
− Bp

|E⃗|T

)
(2.13)

where A0 = kBA and B0 = kBB represent gas-dependent empirical parameters, with kB
denoting the Boltzmann constant. The parameters A and B are material-specific constants
that characterize the ionization properties of the particular gas medium.
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Figure 2.4: Droplet-shaped avalanche charge distribution near a thin anode wire. High-
mobility electrons concentrate near the wire (bottom), while low-mobility positive ions
form the broader droplet shape. Figure taken from (Leo 1994)

Using Equation 2.12 and Equation 2.13 the gas gain is expressed as:

G = exp

[
Ap

T
exp

(
− Bp

|E⃗|T

)
x

]
(2.14)

where x is the drift distance over which electron multiplication occurs.
From Equation 2.14 we would expect a limitless exponential gas gain. But it is constrained
by the Raether limit (Raether 1964) given by G < 108 or αx < 20. To comprehensively
understand this phenomenon, it is essential to examine the distinct operational regimes
of gas-filled detectors and their corresponding influence on detector performance. These
operational regions are illustrated in Figure 2.5.
Gas-filled radiation detectors operate in distinct regimes that are characterized by different
charge multiplication mechanisms and signal responses. These operational regions can be
understood by examining how the detector behavior changes as a function of the applied
voltage in Figure 2.5.
At low voltages, detectors operate in the recombination region where the electric field is
insufficient to prevent the recombination of ion-electron pairs created by incident radiation.
This results in poor charge collection efficiency and weak signal output. As the voltage
increases, the detector enters the ionization chamber region, where the electric field becomes
strong enough to collect all primary charge carriers without secondary multiplication. In
this regime, the output signal is directly proportional to the initial ionization energy,
providing excellent energy resolution but limited sensitivity due to small signal amplitudes.
Further voltage increases lead to the proportional region, where gas multiplication begins
through the avalanche process governed by the Townsend mechanism. Here, primary elec-
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Figure 2.5: Characteristic operation regions of gaseous detectors showing the dependence
on applied voltage (adapted from (Melissinos 1966)).

trons gain sufficient energy between collisions to ionize additional gas molecules, creating
secondary electrons that participate in further multiplication. The crucial characteristic of
this region is that the multiplication factor remains proportional to the primary ionization
and, by extension, to the energy loss in the drift region, thereby preserving spectroscopic
information while significantly enhancing signal amplitude.
At even higher voltages, the detector transitions to the limited proportional region, where
space charge effects begin to influence the multiplication process, causing deviations from
strict proportionality. Eventually, the detector enters the Geiger–Müller region, where the
avalanche spreads throughout the entire sensitive volume, producing uniform output pulses
regardless of the initial ionization energy.
The fundamental boundary between controlled multiplication and uncontrolled discharge
is defined by the Raether limit (Raether 1964). This limitation arises from space charge
effects that distort the electric field distribution when the electron density becomes too
high during the avalanche process. Exceeding the Raether limit results in the formation
of self-propagating streamers and electrical breakdown events that can cause permanent
damage to the detector. The transition occurs because the accumulated positive ions
from the avalanche create sufficient space charge to significantly alter the applied electric
field, leading to uncontrolled discharge phenomena. Practical detector operation, therefore,
requires careful optimization of the applied voltage to maximize gain while maintaining
stable operation with appropriate safety margins below this fundamental threshold. The
detectors used in this thesis are operated in the proportional region.



Chapter 3

Micromegas Detectors

3.1 Resistive Micromegas

The Resistive Micromegas detector is a three-electrode gaseous detector (Alexopoulos et al.
2011), developed as an advancement of the Micromegas detector (Giomataris et al. 1996).
It has a cathode, a grounded stainless steel micro-mesh, and a resistive anode. In the drift
region, charges from the primary ionization are collected. The drift region between the
cathode and the micro mesh is a few millimeters wide (exemplary values are 5 mm wide
drift gap) and operates under a relatively weak electric field (O(< 1 keV cm−1)). Insulating
pillars determine the height of the amplification region (0.1 mm) and ensure homogene-
ity of the fields. This small amplification gap leads to high electric fields in the region
(O(40 keV cm−1 to 50 keV cm−1)). This difference in the fields results in funneling of the
drift fields through the mesh increasing the electron transparency (Bortfeldt 2015). Elec-
trons entering the amplification region, under the high electric fields undergoes Townsend
avalanches following the discussion from subsection 2.2.3. The readout layer is placed be-
low the resistive anode. The charges are capacitively coupled to the readout structure. A
DLC (Diamond Like Carbon) layer has been used as the resistive layer for the detectors
investigated throughout this work.
The anode readout structure usually consists of strips or pixels that are then read out. The
detector volume is filled with gas. The choice of the gas mixture is crucial to the geometry
and the operational goal of the detector. The usual choice of gas includes a selection of
Argon gas (Ar) mixture along with carbon dioxide (CO2) or isobutane (iC4H10). The Argon
gas provides efficient primary ionization while CO2 and iC4H10 are used as quenching gases.
Combining the geometry and the choice of gas, Micromegas are capable of achieving spatial
resolutions up to 50 µm and excellent timing resolutions of up to 1 ns.

3.2 Anode readout configurations

The selection of readout geometry is critical in detector development. The constraints
regarding experimental requirements and available resources lead to a trade-off between
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Figure 3.1: Schematic diagram of a Micromegas detector showing the three-electrode con-
figuration. The detector consists of a cathode at negative potential, a grounded micromesh,
and an anode at positive potential. The drift region (5 mm) allows primary ionization col-
lection, while the narrow amplification region (120 µm) between mesh and anode creates
high electric fields for electron avalanche multiplication. Figure adapted from (Vogel 2024).

spatial resolution, rate capability, and system complexity. So, detector must prioritize per-
formance metrics according to experimental objectives. Two major readout architectures
are employed in Micromegas detectors: strip and pixel geometries.

3.2.1 Strip Readout

Strip readout represents the most common and well-established configuration for resistive
Micromegas detectors. In this geometry, the readout layer beneath the resistive anode con-
sists of parallel conductive strips. The strip pitch, defined as the center-to-center distance
between adjacent strips, typically ranges from 200 µm to 1 mm, depending on the required
spatial resolution and the specific application (Giomataris et al. 1996).
Each strip functions as an independent readout channel through capacitive coupling. Since
the signal is capacitively coupled to the strips from the resistive anode, it is possible to have
a 2D readout. The resistive layer, in strip readout configurations, enables charge spreading
across multiple readout strips before being capacitively coupled to the underlying strips.
In addition, in the amplification region, due to the repulsion between the electrons, the
charge spreads over multiple strips. This spread-out charge distribution can be analyzed
to achieve spatial resolutions significantly better than the statistical limit given by

σ =
L√
12

(3.1)

where σ is the maximum achievable resolution and L is the strip pitch (Grupen et al.
2008). Typical spatial resolutions of 50-100 µm have been demonstrated with strip pitches
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of 400-500 µm (Manjarres et al. 2012), and can reach better resolution with smaller strip
pitches. But more readout strips translate into more extensive electronics.

3.2.2 Pixel Readout

Pixel readout represents a more sophisticated approach where the readout layer beneath
the resistive anode is segmented into discrete two-dimensional elements, typically square
or rectangular in shape. Modern implementations include small-pad configurations with
sizes ranging from 1 mm × 3 mm to pixel arrays as fine as 55 µm × 55 µm in GridPix
detectors. (Alviggi et al. 2019; Scharenberg et al. 2025).
The fundamental advantage of pixel readout in resistive Micromegas is its ability to provide
unambiguous two-dimensional position information from a single detection layer while
maintaining discharge protection through the resistive layer. Each pixel functions as an
independent detector element, enabling excellent performance in high-rate environments
by eliminating the ghost hit ambiguities inherent to crossed-strip configurations. The
primary limitations of pixel readout stem from increased complexity in terms of readout
channels. For an active area of 10 cm×10 cm, with pixels of size 55 µm × 55 µm, 3304900
pixels are required and hence 3304900 readout channels. The number of readout channels
scales quadratically with the detector area when maintaining constant pixel size , leading
to significantly higher channel counts compared to strip configurations.
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3.3 Capacitive-Sharing Pixel Micromegas Detector

An approach to reducing channel proliferation involves the implementation of charge-
sharing architectures across multiple layers. In this approach, a first collection layer of
micro-pixels with high granularity collects the charges from the anode. Instead of reading
out this layer, which would require a large number of channels, the collected charges are
coupled to another layer of larger pixels separated by a dielectric medium through the
principles of capacitive coupling and charge sharing (Gnanvo et al. 2023). This process
can be continued over multiple layers. The largest pixel layer is then read out. This re-
duces the number of pixels in each layer by a factor of 4. The fundamental advantage of
this approach lies in its ability to maintain the excellent spatial resolution associated with
fine pixelation while reducing the channel count. This effectively decouples the read-out
channel from spatial resolution, allowing us to go beyond the limit of PitchReadout/

√
12.

The charge-sharing mechanism exploits the same lateral charge spreading principle utilized

Figure 3.2: A schematic for three-layer pixel coupling is shown in the figure. On the left,
9*9 pixels are coupled to a larger 5*5 layer. On the right, the 5*5 layer is coupled to a
larger 3*3 pixel layer. An initial number of 81 pixels is reduced to 9 pixels in the third
layer. Figure taken from (Kumar 2026)

in resistive strip configurations, but extends it vertically through the detector structure.
When an avalanche occurs, the charge initially deposits on multiple micro-pixels in the col-
lection layer. Through capacitive coupling, this charge distribution induces signals on the
pads of subsequent layers. This enables position reconstruction using the charge centroid
method section 4.3.

Capacitive Charge sharing

The concept of capacitive-sharing involves two parts. It starts with the physics of capacitive
coupling across multiple layers. In the simplest approximation, this can be viewed as a
system of linear capacitors separated by a dielectric medium. Starting with just two layers,
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Figure 3.3: Schematic representation of capacitive coupling between two pixel layers sepa-
rated by a dielectric medium. Each overlapping region between micro-pixel i in layer 1 and
readout pixel j in layer 2 forms a parallel-plate capacitor with capacitance Cij = ϵ0ϵrAij/d.
The charge collected on the micro-pixel is distributed among the connected capacitors
based on their geometric overlap areas, enabling controlled charge sharing for position re-
construction. The pixels in a single layer are separated by the vertical black lines. This
separation leads to a lateral capacitve coupling between the pixels, which is small due to
the area of geometric overlap is small compared to the pixel layer above. (Figure not to
scale)

in the simplest approximation, the capacitive coupling between pixel layers can be modeled
as a network of parallel-plate capacitors. Consider a micro-pixel in layer 1 positioned above
multiple readout pixels in layer 2, separated by a dielectric of thickness d. Each overlapping
region forms a distinct capacitor with capacitance

Cij = ϵ0ϵrAij/d (3.2)

where Cij represents the coupling capacitance between micro-pixel i and readout pixel
j, ϵ0 is the vacuum permittivity, ϵr is the relative permittivity of the dielectric, and Aij

is the overlapping area between the two pixels (Griffiths 2017). When a charge Qi is
collected on micro-pixel i, it is distributed among all capacitors connected to that pixel
(See Figure 3.3). This linear model shows that the charge distribution depends solely on
the geometric overlap ratios in the ideal case.
Having established charge coupling, the next step is to adapt a geometry such that the
coupled charges do not create an ambiguity when reconstructing the position. In this thesis,
following the idea proposed by (Gnanvo et al. 2023) for strip readout, each bigger layer of
pixels is twice the size of the smaller layers. The bigger pixel is shared between 9 smaller
pixels. The bigger pixel is aligned to share its center with one smaller pixel (see Figure 3.2).
This ensures an entirely symmetric arrangement of pixels on each layer. This symmetry
can be exploited for position reconstruction. In Figure 3.4a, Figure 3.4b,Figure 3.4c, the
proposed geometry for 2 layers is shown. It can be clearly observed how the charges are
uniquely coupled to the next layer, based on the symmetry and geometric overlap of the
system. Depending on the area of geometric overlap, the charges are split between the
pixels on the bigger layer. This principle can then be applied to another bigger layer as
seen in Figure 3.4d. This splitting shifts the position when reconstructing the position
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using charge centroid method (See section 4.3). This will be discussed in more detail in
chapter 5.

(a) Charge coupled to exactly one pixel below (b) Charges shared equally to two geometri-
cally overlapping pixels below

(c) Asymmetric charge sharing based on geo-
metric overlap of pixels (d) Charge coupling cascade over three layers

Figure 3.4: Illustration of charge coupling in charge sharing detectors. Multiple cases are
shown illustrating how the ambiguity in charge coupling is removed.

3.3.1 Readout Configurations

Two prototypes of Micromegas detectors were tested throughout this thesis, hereafter called
PADH and PAD5. Both use the concept of charge sharing through multiple pixel layers.
However, they are different regarding the number of layers and the readout structure, which
is discussed below.

PAD5

The PAD5 detector implements a five-layer pixel structure with geometric scaling between
layers. The micro-pixel pitch increases progressively from 0.625 mm in layer 1 to 1.25 mm
in layer 2, 2.5 mm in layer 3, 5 mm in layer 4 and finally 10 mm in the readout layer
(layer 5), spanning an active area of 10× 10 cm2. This configuration comprises 145× 145
micro-pixels in the collection layer, while requiring only 10× 10 readout channels
The advantage of charge sharing becomes evident here. Reading out the pixels from layer
1 would require 21025 readout channels compared to just 100 readout channels on layer
5. This is almost 210-fold fewer electronics than are necessary. The readout schematic
of PAD5 is shown in Figure 3.5. The 100 pixels from layer 5 are individually read out
through the front-end electronics. The detector operates with an 8 mm drift gap and a 100
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Figure 3.5: Readout schematic of the PAD5 detector. Each pixel in the final layer is
individually connected to dedicated readout channels.

µm amplification gap, incorporating a DLC (Diamond Like Carbon) resistive layer. The
schematic of the PAD5 detector is illustrated in Figure 3.6. The 5-layer coupled pixel layer
is visible.
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Figure 3.6: Schematic cross-section of the PAD5 detector showing the five-layer charge-
sharing architecture. The detector features a cathode, micromesh, and five pixelated layers
with progressively increasing pixel sizes from 0.625 mm (layer 1) to 10 mm (layer 5). The
145×145 micro-pixels in the collection layer are reduced to 100 readout channels in the
final layer through capacitive charge sharing across the intermediate layers. The detector
features a drift gap of 8 mm and 100 µm amplification gap.
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PADH

The PADH detector employs a more compact three-layer design with progressive doubling
of pixel pitch: 0.3 mm, 0.6 mm, and 1.2 mm. Despite maintaining the same 10 × 10 cm2

active area, this configuration has 340×340 pixels in the collection layer. The readout layer
contains 85 × 85 channels, reducing the channel count from 115,600 to 7,225—a 16-fold
decrease. While this reduction is less dramatic than PAD5, the finer initial pixelation offers
superior spatial resolution. Reading out 7225 channels is a heavy task in terms of readout
channels. To mitigate this problem, a hybrid strip-pixel readout scheme is employed. The
pixels in layer 3 are segmented diagonally into two triangular parts. The upper triangular
sections of pixels along each row are connected together by a copper strip, while the lower
triangular sections along each column are similarly connected.

Figure 3.7: Readout schematic of the PADH detector illustrating the hybrid strip-pixel
configuration. The 85×85 pixels in layer 3 are segmented diagonally, with lower trian-
gular sections connected as horizontal strips (X-direction) and upper triangular sections
connected as vertical strips (Y-direction). This innovative readout scheme reduces the re-
quired electronics from 7,225 individual pixel channels to just 170 strip channels (85 X +
85 Y), while preserving full 2D position reconstruction capability through the combination
of orthogonal strip signals.

This configuration creates orthogonal strip readouts as shown in Figure 3.7. By combining
the row and column strip signals, full 2D position reconstruction is achieved while reducing
the readout channels from 7,225 (85×85) to just 170 (85+85) channels—a further 42-fold
reduction. The detector operates with a 5 mm drift gap and a 100 µm amplification gap,
incorporating a DLC resistive layer. The schematic of the PADH detector is illustrated in
Figure 3.8. The 3-layer coupled pixel layer is visible.
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Figure 3.8: Schematic cross-section of the PADH detector illustrating the three-layer
charge-sharing structure with hybrid readout. The pixel pitch doubles sequentially from
0.3 mm (layer 1) to 1.2 mm (layer 3), reducing 340×340 collection pixels to 85×85 inter-
mediate pixels.



Chapter 4

Experimental Techniques

Following chapter 2 and chapter 3, the physics of charge collection and amplification within
the detector volume is discussed. These charges form signals that must be collected, pro-
cessed, and interpreted meaningfully. The readout electronics and subsequent reconstruc-
tion algorithms transform these raw signals into meaningful particle information. Later,
this information is used to characterize the detector’s performance and further enable its
use in real experiments.

4.1 Scalable Readout System (SRS)

The measurements in this thesis utilize a readout architecture based on the Scalable Read-
out System (SRS), which uses APV25 Application Specific Integrated Circuits (ASICs)
mounted on hybrid boards. Originally developed by Martoiu et al. (Martoiu et al. 2013),
the SRS is a flexible system for signal acquisition and processing. The system consists of
various parts.

• The APV25 hybrid board as the front-end electronics
• The Analog to Digital Converter (ADC) card to digitize the signal
• The Front End Concentrator (FEC) card
• A Data Acquisition (DAQ) PC

The front-end hybrid boards on the detector have discharge protectors, power regulators,
and the APV25 readout ASIC (see Figure 4.1). The protection circuits protect the readout
electronics against potentially high current signals from discharges. Initially designed for
the CMS silicon tracker (Jones 2001), these chips preamplify and shape the incoming
analog signals from the detector. The APV25 has 128 readout channels, each with its own
preamplifier, shaper and analog pipeline memory. The signal is sampled across 27 or a
shorter 24 time bins, each 25 ns wide (27 × 25 ns or 24 × 25 ns ). The latter is used to
sample the signals in this thesis. Signal saturation occurs between 1400 and 1800 ADC,
defining the system’s dynamic range. Information beyond this is lost and cannot be used
efficiently to reconstruct the charge.

The data from the hybrid board is read out via an HDMI cable. Two hybrid boards can
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be operated in the master-slave configuration via a flatband cable. In this configuration, a
single HDMI can read out information from two hybrid boards, translating to information
from 128× 2 channels.
The hybrid boards are connected to the ADC via the HDMI cable, which also powers the
APV25 with 5 V, eliminating the need for an additional power source. The ADC digitizes
the analog input signal. A maximum of 8 HDMI’s or 16 APV25 hybrid boards in the
master slave configuration can be connected to one ADC card. After digitization, the ADC
is connected to the FEC via PCIe (Peripheral Component Interconnect express)interface.
The Front-End Concentrator (FEC) card manages the front-end electronics configuration,
processes trigger signals for readout, and serves as the primary interface to the DAQ PC
through an ethernet cable.

Figure 4.1: APV25 hybrid board showing the front-end electronics with discharge protec-
tors, power regulators, and the APV25 readout ASIC. The board features 128 readout
channels, each with its own preamplifier, shaper, and analog pipeline memory.

The data taking is initialised and stored for later analysis on the DAQ PC. When multiple
FEC cards are utilized, synchronization is implemented by using ethernet cables of equal
length. This ensures that the data arrives at the same time.
Data taking is initialized when the FEC receives a trigger. The trigger system is configured
differently depending on the measurement type and optimized for detection requirements.
Detector characterization is carried out through measurements with a 55Fe source and with
muons. The trigger logic for the two is different.
For measurements using the 55Fe radioactive source, a simplified trigger logic is adopted due
to the single-detector configuration and the characteristic X-ray emission properties of the
source. The detector mesh signal is amplified using a preamplifier and serves as the direct
trigger source. The preamplified mesh signal is then fed to a timing filter amplifier, where
the signal is appropriately shaped. This signal is then fed to a low threshold discriminator.
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The threshold is set to distinguish genuine X-ray events from electronic noise. Since 55Fe
emits characteristic X-rays with well-defined energies, the discriminator threshold can be
optimized to trigger on these events while rejecting background signals selectively. The
discriminated signal is then processed through the dual timer operating in fixed-rate mode
before being sent to the FEC card. The FEC card takes these trigger signals and reads
out the signals from the APV hybrid boards on the detector and sends them to the DAQ
PC for further analysis (See Figure 6.2 for the trigger logic schematic).

The muon detection readout sequence begins when the FEC card receives a coincidence
trigger signal. Figure 6.12 illustrates the trigger determination architecture, which relies on
a pair of scintillators coupled to photomultiplier tubes (PMTs). These components serve
as fast-response triggers that differentiate actual muon events from background events.

When muons pass through the scintillators, they produce light pulses that the photomul-
tipliers convert into electrical signals. These signals are sent to discriminators through
Nuclear Instrumentation Standard (NIM) cables. When the input pulse exceeds the set
threshold, the discriminators generate a fixed duration NIM pulse. These pulses are routed
to a coincidence logic unit where an AND operation is performed.

A valid trigger emerges from the coincidence unit only when signals from both scintillators
and the discriminator pulse durations from the two scintillators overlap. This coincidence
criterion provides robust rejection of both random background radiation and electronic
noise, since the likelihood of noise appearing simultaneously in both channels remains far
below that of a muon passing through both scintillators.

The dual timer can be configured for synchronized operation in two modes. One, with its
pulse duration set to a fixed value. Data acquisition from the APV25 happens within this
set time. After this, the system is ready for the next trigger. This mode is used when
taking data with one FEC in low-rate environments. In the thesis, the measurements with
cosmic muons utilize this mode of operation (See Figure 6.12 for the trigger logic schematic
for muons).

In the second mode of operation, the pulse duration of the dual timer is set to ”infinity.”
Following the generation of an initial trigger, the system blocks all subsequent triggers until
it receives an external reset command. An Arduino, connected to the DAQ PC, handles
reset control. The Arduino transmits a NIM-format reset signal to the dual timer exclu-
sively after completing data processing for the current event, thereby enabling acceptance
of the next muon trigger. This is required for high-rate environments or multiple FEC
operations. During this thesis, measurements at the H4 test beam at SPS CERN, utilize
this mode of operation (See Figure 7.2 for beamtime trigger logic).

In single FEC arrangements, the trigger from the dual timer connects directly to the FEC
card. However, when using multiple FEC cards, all the FECs require a simultaneous
trigger. For this purpose, a Fan-In Fan-Out (FIFO) logic module replicates and routes the
dual timer output to all associated FEC cards, guaranteeing coherent triggering across the
entire system for synchronized muon detection spanning multiple detector channels.
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4.2 Signal Reconstruction

A typical signal of a muon event is shown in Figure 4.2. The signal has a fast rising edge
from the drift of the electrons and a slow tail from the slower ion drift. This signal is
parametrized using an inverse Fermi function:

q(t) =
Q

1 + exp
(

t0−t
trise

) + q0 (4.1)

where Q represents the total induced charge on the readout strip, trise characterizes the
rise time and t0 denotes the point of inflection. q0 accounts for the baseline offset from
the zero value of ADC. The amplitude parameter Q directly yields the charge deposited

Figure 4.2: Example of a typical APV25 signal. The signal is fitted with an inverse Fermi
function (Equation 4.1) to extract timing and amplitude information. The inflection point
t0 provides signal timing, while the height Q of the function gives the charge.

on each readout strip. This fitting procedure provides timing resolution superior to the
APV25’s 25 ns sampling interval. The inflection point of the Fermi function, occurring
at t = t0, defines the precise signal timing. Such timing information proves essential for
track reconstruction algorithms when particles traverse the detector at inclined angles. In
contrast, perpendicularly incident particles require only charge information for position
determination.

4.3 Cluster Building

Ionized particles that traverse a detector volume produce a localised charge distribution
that spreads over multiple strips or pixels. This distribution usually has a Gaussian shape.
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The signals from multiple channels that are collected by the APV25s have to be merged
in a meaningful way to extract charge information of a single event and to reconstruct the
position. This process is called clustering.

Figure 4.3: Clustering algorithm grouping adjacent fired strips. Strips above threshold
are grouped into clusters, allowing one missing strip to account for dead channels.. The
total cluster charge is obtained by summing individual strip charges, and the position is
calculated using charge-weighted centroid methods. Figure adapted from (Klitzner 2019).

The clustering algorithm reconstructs the spatial extent of charge deposition by grouping
adjacent fired strips into coherent clusters. To account for channel inefficiencies and noise,
the algorithm permits one missing strip within a cluster, provided it has valid signals on
both sides. This gap prevents artificial cluster splitting due to dead channels while main-
taining rejection of noise-induced false clusters. Clusters usually contain at least two strips
above threshold, and no more than one non-consecutive gap is permitted. After cluster for-
mation, the total cluster charge is calculated by summing the individual channel charges,
while the position is determined using either a simple charge-weighted mean (centroid)
algorithm for perpendicular tracks. Determining the position for inclined tracks requires
more sophisticated methods.
For pixel clustering, a graph theory-based Depth-First Search (DFS) algorithm is em-
ployed to efficiently identify clusters of pixels. The DFS systematically explores the cluster
topology by evaluating all eight adjacent neighbors (horizontal, vertical, and diagonal con-
nections) using directional vectors, starting from a seed pixel. For each identified cluster,
the position is calculated by charge-weighted mean (centroid).
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Charge Centroid Method:

A symmetric Gaussian distribution is expected for perpendicular tracks, as no inhomo-
geneities in ionization are expected for perpendicularly incident particles. Making use of
this fact, a simple symmetric charge-weighted centroid algorithm can be used for deter-
mining cluster position for perpendicular particle tracks.

Ycluster =

∑
stripsQstrip × Ystrip∑

strips Qstrip

(4.2)

where Qstrip denotes the strip charge and Ystrip represents the physical position of the strip.
This charge-weighted averaging technique exploits the charge sharing between adjacent
strips to achieve position resolution significantly better than the intrinsic strip pitch. For
typical charge distributions, this method yields spatial resolution on the order of pitch/

√
12.

4.4 Track Reconstruction

4.4.1 Reference Tracking

To determine the performance of a detector, the reconstructed position within the detector
is not enough. Furthermore, the true position of the particle should also be known to
parameterize the resolution of the detector. However, the true position of the particle is
not known a priori. To determine this, a precise reference track is needed.
This reference track is obtained using a detector hodoscope consisting of multiple tracking
detectors positioned along the beam axis. Each tracking detector provides a hit position
determined via the centroid method. By combining hit positions from all tracking detectors
with their known z-coordinates along the beam axis, a linear reference track is fitted
through the tracking detectors.
The track reconstruction employs χ2 minimization to find the optimal track (Klitzner
2019). For a reference system with n detectors, the resolution of the tracking detectors
should also be taken into consideration. The track accuracy at any position z is given by
(Horvat 2005):

σ2
track(z) =

Λ22 − 2zΛ12 + z2Λ11

Λ11Λ22 − Λ2
12

(4.3)

The matrix elements Λij incorporate the position and resolution of each tracking detector:

(Λ11,Λ12,Λ22) =
n∑

i=1

(1, zi, z
2
i )

σ2
i

(4.4)

where zi denotes the position of detector i along the beam axis and σi represents its spatial
resolution.
The resolution of individual reference detectors is determined through the geometric mean
method. This involves reconstructing tracks twice for each detector and determining the
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corresponding resolutions: once with the detector included in the track fit (σin) and once
with it excluded (σex). When all detectors have comparable spatial resolution, the geomet-
ric mean provides (Carnegie et al. 2005):

σ =
√
σin · σex (4.5)

Between reference detectors, the interpolated track resolution exceeds that of individual
detectors due to multiple measurement points. Track reconstruction is performed indepen-
dently for each detector coordinate. Only events where all reference detectors register at
least one hit and the extrapolated track passes through the active detector area are used
to build a track. This eliminates false tracks from inefficient areas of detectors or random
noise triggers.

4.4.2 Detector Alignment

The track reconstruction methods are most efficient when the detectors are aligned with
each other. If it is not, the reconstructed position is not exact and is not a good measure
of the true resolution of the detector under test. Two types of detector alignment are
employed while setting up a tracking hodoscope. The initial alignment is a hardware
alignment where the detectors are aligned mechanically in the tracking hodoscope with a
precision of a few millimeters. The fine alignment, where the detectors are aligned with
micrometer precision, is done with software.
The software alignment is an iterative process, where the trackers are aligned first with
each other. The alignment procedure relies on analyzing residuals—the difference between
predicted and measured particle positions. The detector being aligned is excluded from
track reconstruction to avoid any bias in the reference trajectory. The residual Pres is
defined as:

Pres = Pextrapolated − Pcluster (4.6)

where Pextrapolated represents the particle position predicted by reference tracking chambers,
and Pcluster denotes the reconstructed position within the detector under investigation. P
could be the direction X or Y along which the particle is tracked (Vogel 2024).
Systematic dependencies between residuals and various track parameters manifest as de-
tector misalignment. The alignment procedure corrects for these correlations (Jagfeld
2023). In the following discussion, residuals along Y are considered as a prescription. The
procedure is repeated along the X direction as well.

4.4.3 Detector Shifts

The simplest misalignment is a constant position offset with respect to the reference track,
shifting the entire residual distribution away from zero (illustrated in Figure 4.4). This
systematic shift is corrected by applying a constant offset:

Xcorr = X +∆X (4.7)
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Misalignments along the beam axis (Z-direction) present a more subtle challenge. While
perpendicular tracks show no sensitivity to Z-shifts, inclined trajectories reveal these offsets
through a correlation between residuals and track angles (Figure 4.5).
This correlation is parametrized using a linear fit:

∆X = p1 × Slope + p0 (4.8)

where p1 represents the fit slope, p0 is the offset.

(a) Residual distribution showing constant Y-
offset

(b) Schematic of detector Y-shift misalignment

Figure 4.4: X-direction shift misalignment: (a) Measured residual distribution shifted
from zero indicating a constant position offset. (b) Schematic representation showing the
detector displaced by ∆X from its true position (dashed outline).
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(a) Residual vs. track slope correlation for Z-
shift

(b) Schematic of detector Z-shift misalignment

Figure 4.5: Z-direction shift misalignment: (a) Linear correlation between X-residuals and
track slope revealing Z-position offset. The slope of the fitted line equals ∆Z. (b) Schematic
showing how Z-displacement causes position errors for inclined tracks while perpendicular
tracks remain unaffected.

4.4.4 Detector Rotations

Following the correction of detector shifts, rotational misalignments between detectors
must be corrected for.

Rotation Around X and Y Axes

Rotation around the Y-axis manifests as a linear correlation between the X-residual and
the X-position (Figure 4.6). Similarly, rotation around the X-axis produces a correlation
between the X-residual and the X-position.

Rotation Around the Z-Axis

Z-axis rotation creates cross-correlations between residuals and orthogonal positions. Specif-
ically, Y-residuals correlate with X-positions, while X-residuals correlate with Y-positions
(Figure 4.7).

Implementation Strategy

The complete alignment procedure follows an iterative approach:

1. Apply translational corrections (subsection 4.4.3)

2. Apply rotational corrections (subsection 4.4.4)
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3. Iterate until residual distributions show no systematic dependencies

This systematic approach ensures all six degrees of freedom (three translations and three
rotations) are properly constrained, yielding optimal detector alignment for precision track-
ing.

(a) X-residual vs. X-position correlation
(b) Schematic of Y-axis rotation misalign-
ment

Figure 4.6: Rotation around Y-axis: (a) Linear correlation between X-residuals and X-
position indicating rotational misalignment about the Y-axis. The slope determines the
rotation angle θy. (b) Schematic showing detector rotation around the Y-axis, causing
systematic X-position errors that increase with distance from the rotation axis.

(a) X-residual vs. Y-position correlation
(b) Schematic of Z-axis rotation misalign-
ment

Figure 4.7: Rotation around Z-axis: (a) Cross-correlation between X-residuals and Y-
position (or vice versa) indicating in-plane rotation. The slope determines the rotation
angle θz. (b) Schematic showing detector rotation around the Z-axis (beam axis), causing
coupled X-Y position errors.
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4.5 Spatial Resolution Determination

With an aligned detector hodoscope, the spatial resolution of the detectors under test can
be investigated. Misalignment of either the reference detectors or the test detector leads
to broader residual distributions and consequently deteriorates the measured resolution.

4.5.1 Residual Analysis

The reference track is extrapolated to the position of the detector under investigation.
The residual quantifies the deviation between the measured cluster position xhit and the
reference position xref:

∆Pres = Pextrapolated − Pcluster (4.9)

For a properly aligned detector setup, the residual distribution centers around ∆P = 0
mm. The width of this residual distribution characterizes the spatial resolution of the
detector.
The residual distribution is parametrized using a double Gaussian function:

f(x) = gausscore(x) + gausstail(x) (4.10)

f(x) = Acore exp

(
−(x−∆xcore)

2

2σ2
core

)
+ Atail exp

(
−(x−∆xtail)

2

2σ2
tail

)
(4.11)

The narrow Gaussian component (σcore) represents the intrinsic detector resolution under
ideal conditions. The broader component (σtail) accounts for physical processes such as
delta electron production and multiple scattering of the traversing particle. Delta electrons
create secondary ionization tracks that broaden the charge distribution and degrade the
apparent spatial resolution.
A combined resolution σweighted is calculated by weighting each Gaussian component by its
relative contribution:

σweighted =
σcore

∫
gausscore + σtail

∫
gausstail∫

gausscore +
∫
gausstail

(4.12)

To extract the intrinsic detector resolution, the tracking accuracy σtrack (given by Equa-
tion 4.3) must be deconvolved from the measured combined resolution:

σdetector =
√

σ2
core/weighted − σ2

track (4.13)

This quadratic subtraction is valid when the tracking accuracy is significantly better than
the detector resolution under investigation.
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Figure 4.8: Double Gaussian fit to the residual distribution for spatial resolution determi-
nation. The histogram shows the measured residuals. The narrow core component (blue
dashed line, σcore) characterizes the intrinsic detector resolution under ideal conditions,
while the broader tail component (red dashed line, σtail) accounts for physical effects such
as delta electron production and multiple scattering.

4.6 Inclined Track Reconstruction

When particles traverse the detector at oblique angles, they ionize gas at different depths
within the drift gap, creating an asymmetric charge distribution. Time corrected centroid
(Flierl 2018) is a method for determining the position of inclined particle tracks. This ap-
proach applies a time-dependent correction to the reconstructed charge-weighted position
based on the charge-weighted cluster time tCW, defined as:

tCW =

∑
Strips(QStrip × tStrip)∑

StripsQStrip

(4.14)

The method exploits the linear correlation between the centroid position shift YCW and
the corresponding shift in charge-weighted cluster timing tCW. This timing-position rela-
tionship can be systematically corrected using:

∆Y = ∆t× vD tan(Θ) (4.15)

where ∆t = tTrue − tCW represents the timing deviation, vD is the electron drift velocity,
and Θ is the track inclination angle. This can be corrected for, analogous to detector
rotations, to give a better estimate of the position of particles incident at an incline.
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(a) Uncorrected position residuals vs cluster
time for 20° inclined tracks, showing clear linear
dependence.

(b) Corrected position residuals vs cluster time
for 20° inclined tracks after applying time-
dependent correction.

Figure 4.9: Comparison of position residuals before and after time correction for inclined
tracks at 20°.

4.6.1 Detection Efficiency

The detection efficiency is the probability that a traversing particle produces a detectable
cluster. Using the residual distribution, the position reconstruction efficiency is determined
as:

ϵ =
Nhits,|∆P |<3mm

Ntrack, ref

(4.16)

where Nhits,|∆P |<3mm represents the number of reconstructed clusters with residuals smaller
than 3 mm, and Ntrack, ref denotes the total number of reference tracks passing through the
detector’s active area.
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Chapter 5

Simulation of Charge Sharing
Concept

The fundamental challenge in developing a charge-sharing pixilated read-out arises from
the ability to determine position uniquely through the charge-sharing process. This re-
quires understanding the charge sharing mechanism on a geometric level, independent of
complex physical processes. Since the principle heavily uses geometry in reconstructing
the position (Gnanvo et al. 2023) uniquely, a physics-based simulation may obscure the
fundamental limitations and capabilities of the chosen geometry. A discrete simulation
approach deliberately eliminates these physical complexities to focus on the geometric as-
pects of charge sharing across pixelated read-out layers. By understanding the fundamental
limits imposed purely by read-out geometry and charge sharing patterns, detector designs
and reconstruction algorithms can better optimized.

5.1 Charge Sharing

The capacitive coupling facilitates a specific pattern in which charge is shared between
the pixels, both in a layer and across multiple layers. The detectors used in this thesis
have adopted pixels with a symmetric square-shaped geometry arranged in a hierarchical
structure, where each successive layer uses pixels twice the size of the preceding layer. This
scaling results in a 4:1 area ratio, where each larger pixel overlaps with nine smaller pixels
from the adjacent layer (Figure 5.1).
The charge transfer between layers follows the following rules based on geometric overlap
in an ideal scenario:

• Center pixel: The smaller pixel whose center coincides with the larger pixel’s center
transfers 100% of its collected charge

• Edge pixels: The four pixels sharing an edge with the larger pixel boundary each
transfer 50% of their charge, distributed equally between the two adjacent larger
pixels
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(a) Two-layer charge sharing (b) Three-layer charge sharing

Figure 5.1: Schematic representation of the charge-sharing pattern between adjacent pix-
elated layers. The smaller pixels (layer n) transfer charge to larger pixels (layer n+1)
according to their geometric overlap: center pixels transfer 100%, edge-adjacent pixels
transfer 50%, and corner-adjacent pixels transfer 25% of their collected charge. (a) Two-
layer configuration showing charge transfer between consecutive layers. (b) Three-layer
configuration demonstrating the hierarchical charge sharing across multiple layers.

• Corner pixels: The four pixels positioned at the corners each transfer 25% of their
charge, distributed equally among the four adjacent larger pixels

This specific geometric pattern encodes the position uniquely in the read-out layer based
on the charge spread and the intensity of the charge.

5.2 Simulation Framework

The simulation framework implements a simplified charge deposition and propagation
model through the pixelated detector structure. The pixel structure is selected such that
it simulates the exact geometry of the real detectors in terms of the number of layers and
pixel placements. This is important since both the five-layer pad and the three-layer pad
have an asymmetry at the edge. The bigger pixels are not completely covered by the
smaller pixels on the layer above. This leads to a situation where more area is covered
by the bigger pixels than the smaller pixels, leading to an asymmetric charge coupling
at the edges. The simulated graph also allows for an inspection of individual layers. An
inspection of each layer and the reconstructed position is possible. The selected geometry
is such that the smallest layer has 146 × 146 pixels in layer 1, 74 × 74 in layer 2, 37 × 37
in layer 3, 19 × 19 in layer 4, and 10 × 10 in layer 5.

The approach consists of three principal components, as explained in the following sections:
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5.2.1 Charge Deposition Model

The simulation treats charge deposition as a discrete event occurring at a specific position
(x0, y0) on the finest-pitch pixel layer. This initial charge distribution is represented as a
local event, where the charge is in abstract units and only the number is essential for the
purposes of simulation. This is the case since, devoid of any physical effects, charges do not
mean anything in the context of the simulation. Multiple cases are studied where an event is
only a single pixel, a collection of symmetric pixels with a symmetric charge distribution,
or a Gaussian distribution with appropriate cuts on charge to simulate a more realistic
distribution. Also, randomly generated noise is added to see how the behavior changes
with noise.

5.2.2 Charge Propagation Algorithm

The deposited charge propagates through successive layers according to the geometric
coupling rules established in section 5.1. For each layer transition, the algorithm:

1. Identifies the pixels in layer n containing charge

2. Determines the geometric overlap with pixels in layer n+ 1

3. Distributes charge according to the overlap fractions

4. Iterates until reaching the final read-out layer

5.2.3 Position Reconstruction

The simulation employs the charge-weighted centroid method (Equation 4.2) to reconstruct
the interaction position from the charge distribution on the read-out layer. This recon-
structed position (xrec, yrec) is then compared with the true deposition position (x0, y0) to
evaluate reconstruction accuracy. The reconstructed position is shifted by half a pixel on
each layer to ensure that the position is at the center of the pixel. Meaningful cuts on
charges are applied before reconstruction.

5.3 Simulation Results

In this section, the results are looked at, particularly how uniquely the hit position of a
particle can be determined after a reduction in the number of layers, how good can the hit
position can be resolved in the case of the presence of noise and how this changes when
different types of signals are chosen to depict the realistic scenario.
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5.3.1 Single Pixel Performance

Charge sharing across a large number of pixels and layers can be quite difficult to visualize.
So, starting with the simplest case of single pixel hits in the smallest layer, the basic working
principle of charge sharing can be understood. Looking at Figure 5.2, a charge of 3700 is
given to a single pixel at pixel number (72,72) on layer 1. This position is selected such
that it represents the center of the detector.
It can be seen how the charges are coupled through different layers from Figure 5.2. In
the next step, the same charge is now moved one pixel to the right along the same row
(72,73) Figure 5.3. A clear difference can be observed in how unique the new position is
from looking at the pixel that the charge couples to and the intensity of the charge on
the pixels. This difference in the intensities and positions lets a unique determination of
position through the charge-weighted centroid method (Equation 4.2). An insight into the
charge-coupling process can be gained through this exercise.

5.3.2 Symmetric Pixel Performance

Understanding the basic nature of charge coupling, a more complicated case can be consid-
ered. 9 pixels are considered for the exercise, which have a symmetric charge distribution
in both X and Y directions. This has a pseudo-Gaussian shape, with deterministic charge
values. Looking through Figure 5.4, the charge coupling can be noticed across multiple
layers. A minimum number of 2 pixels on layers 3 and 4 pixels on layer 5 is expected.
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(a) Layer 1 (b) Layer 2

(c) Layer 3 (d) Layer 4

(e) Layer 5

Figure 5.2: Charge distribution across all five layers for a single pixel hit at position (72,72)
on Layer 1. The charge of 3700 units propagates through successive layers according to the
geometric coupling rules, demonstrating the unique charge-sharing pattern that enables
position reconstruction.
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(a) Layer 1 (b) Layer 2

(c) Layer 3 (d) Layer 4

(e) Layer 5

Figure 5.3: Charge distribution across all five layers for a single pixel hit at position
(72,73) on Layer 1. The charge of 3700 units propagates through successive layers, showing
a distinctly different charge-sharing pattern compared to Figure 5.2, demonstrating the
uniqueness of position encoding through charge distribution.
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(a) Layer 1 (b) Layer 2

(c) Layer 3 (d) Layer 4

(e) Layer 5

Figure 5.4: Charge distribution across all five layers for a symmetric 9-pixel charge distri-
bution centered at position (72,72) on Layer 1. The pseudo-Gaussian charge propagates
through successive layers according to the geometric coupling rules, demonstrating the
charge-sharing pattern for extended charge distributions.
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5.3.3 Gaussian Distribution Performance

Following the analysis of single pixel (subsection 5.3.1) and symmetric distribution cases
(subsection 5.3.2), the more complex scenario of Gaussian charge distributions is consid-
ered. This provides a more realistic representation of actual particle interactions, where
charge deposition follows a continuous spatial distribution rather than discrete pixel as-
signments.
The charge distribution is described by a two-dimensional Gaussian function:

Q(x, y) = A · exp
(
−(x− x0)

2 + (y − y0)
2

2σ2

)
(5.1)

where A: amplitude (peak charge value in arbitrary units) (x0, y0): center position of the
charge distribution (true interaction point) σ: standard deviation determining the spatial
spread of the charge cloud Q(x, y): charge density at position (x, y).
To implement this continuous distribution on the discrete pixel grid, the charge deposited
in each pixel (i, j) is calculated by integrating the Gaussian function over the pixel area:

Qi,j =

∫ xi+1

xi

∫ yj+1

yj

Q(x, y) dx dy (5.2)

For computational efficiency, this integral is approximated using the charge density at the
pixel center multiplied by the pixel area, which provides sufficient accuracy for the spatial
scales considered in this study. An amplitude of 3700 for the simulation is selected to
match the other cases. A standard deviation of 1 is selected to represent the actual size of
the charge cloud, so as not to run into computational limits in evaluating the integral. The
pixel positions are also the same to allow for a direct comparison. The charge coupling
can be understood in the Figure 5.5. Since a Gaussian distribution asymptotically goes
to zero, meaningful cuts on the charges need to be implemented to eliminate any values
that do not contribute to meaningful data. In this case, a cut on the charge value at 2 is
selected on layer 1.
The charge can be moved diagonally across the pixel plane and the position can be re-
constructed (See Figure 5.6). A perfect reconstruction of the position is observed in the
absence of noise.
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(a) Layer 1 (b) Layer 2

(c) Layer 3 (d) Layer 4

(e) Layer 5

Figure 5.5: Charge distribution across all five layers for a Gaussian charge distribution
(amplitude = 3700, σ = 1) centered at position (72,72) on Layer 1. The continuous charge
distribution propagates through successive layers according to the geometric coupling rules,
demonstrating how realistic particle interactions with spatial charge spread are encoded
through the hierarchical pixel structure.
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(a) Reconstructed vs. true position (b) Position reconstruction error (zoomed)

Figure 5.6: Position reconstruction for Gaussian charge distributions moved diagonally
across the detector plane. (a) Comparison between true position on Layer 1 and recon-
structed cluster position on Layer 5. (b) Zoomed view of the position reconstruction errors
showing perfectly reconstructed position. The effects at the edges are visible due to the
absence of symmetry at the edges.

5.3.4 Noise Profile

Noise is a fundamental part of any detector setup. To understand how well the signal can be
disentangled from the noise, it is of utmost importance to understand how the noise couples
across multiple pixel layers. Following the discussion in section 5.1, since each bigger pixel
is shared by nine smaller pixels, the noise from these nine pixels will also couple to the
bigger pixel. Since this is repeated over multiple layers, the noise adds up to high values.
This can be seen from Figure 5.7. A randomly generated noise between 0 and 3 is taken.
This choice is such that when the noise couples up, this contributes to approximately 8%
of the signal. The pixels along the edges have a lower noise value compared to the others.
This stems from the fact that the pixels along the edges in the bigger layer are not shared
between 9 pixels on the smaller layer, rather four. The noticeable increase in the noise
level starting from a maximum value of 3 in layer 1 to 400 in layer 5 is seen.
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(a) Layer 1 (b) Layer 2

(c) Layer 3 (d) Layer 4

(e) Layer 5

Figure 5.7: Noise propagation across all five layers showing the accumulation of random
noise (0-3 units per pixel on Layer 1) through the hierarchical pixel structure. The noise
level increases progressively from Layer 1 to Layer 5 due to the geometric coupling rules,
with edge pixels showing reduced noise values compared to central pixels due to fewer
contributing smaller pixels in the coupling process.
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5.3.5 Gaussian Distribution with Noise

Building on the pure Gaussian distribution analysis (subsection 5.3.3) and the noise charac-
terization, the more realistic scenario where Gaussian-distributed charge deposition occurs
in the presence of noise is looked at. This combined analysis helps us understand the
limitations of the detector in reconstructing the position in an ideal scenario with noise
present.

The total charge in each pixel is given by:

Qtotal
i,j = Qsignal

i,j +Ni,j (5.3)

Where Qsignal
i,j represents the Gaussian-distributed signal charge (Equation 5.2) and Ni,j

represents the random noise contribution uniformly distributed between 0 and 3 arbitrary
units.

The charge distribution across all five layers when a Gaussian signal (amplitude = 3700,
σ = 1, centered at pixel (72,72)) is combined with the noise profile shown in Figure 5.7.

Progressive charge spreading is observed according to the geometric coupling rules, while
noise accumulation from multiple contributing pixels begins to affect the charge distri-
bution uniformity in layers 2-5. The reconstruction accuracy in the presence of noise is
evaluated by systematically moving the Gaussian distribution center diagonally across the
detector plane. The reconstructed positions are calculated using the charge-weighted cen-
troid method (Equation 4.2) with appropriate charge threshold cuts applied to suppress
noise contributions.

(a) Reconstructed vs. true position (b) Position reconstruction error

Figure 5.8: Position reconstruction performance for Gaussian distribution with noise on
Layer 5 (five-layer configuration). (a) Comparison between true position (Layer 1) and
reconstructed cluster position (Layer 5). (b) The difference between reconstructed and
true positions shows systematic reconstruction errors introduced by noise.
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Figure 5.8 shows the relation between the true position on Layer 1 and the reconstructed
cluster position on Layer 5 when noise is included. Unlike the ideal cases presented in
subsection 5.3.2 and subsection 5.3.3, deviations from perfect reconstruction are now ob-
served. The position difference plot (Figure 5.8b) reveals that reconstruction errors are
introduced by the noise. A systematic pattern can be observed with an interval of one
pixel. This occurs at the center of the pixel because of the shift in position discussed in
subsection 5.2.3.
Since two detector configurations are tested—one with five layers and the other with three
layers, a comparison of their reconstruction performance in the presence of noise is made.
The three-layer configuration exhibits the same systematic reconstruction pattern observed
in the five-layer detector, but with notably reduced error amplitude.
Figure 5.9 demonstrates the reconstruction performance of the three-layer configuration.
The position difference plot (Figure 5.9b) reveals the same one-pixel interval pattern ob-
served in the five-layer detector. However, the error amplitude is significantly reduced due
to the decreased noise accumulation through fewer layer transitions.

(a) Reconstructed vs. true position (b) Position reconstruction error

Figure 5.9: Position reconstruction performance for Gaussian distribution with noise on
Layer 3 (three-layer configuration). (a) Comparison between true position (Layer 1) and
reconstructed cluster position (Layer 3). (b) Difference between reconstructed and true
positions showing the same systematic pattern as the five-layer configuration but with
reduced amplitude.

The reduced error amplitude in the three-layer configuration can be attributed to:

• Reduced noise accumulation: Fewer layer transitions result in less noise propa-
gation from Layer 1 to the readout layer

• Lower charge dispersion: The shorter propagation path minimizes charge spread-
ing, improving the signal concentration at the readout layer
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• Edge Effects: The noise becomes more pronounced at the edges, further away from
the center of the Gaussian charge, since a Gaussian distribution asymptotically goes
to zero. This leads to an incorrectly reconstructed centroid position. Since the five-
layer configuration couples to a larger number of pixels on layer one compared to
the three-layer configuration, these Gaussian edges contribute more to the five-layer
configuration.

This comparison demonstrates that while both configurations exhibit the same systematic
reconstruction behavior dictated by the pixel geometry, the three-layer detector reduces the
reconstruction error. More layers might lead to more reconstruction errors, subsequently
negatively affecting the resolution of the detector.

Impact of Charge Threshold Cuts

The reconstruction accuracy in the presence of noise is dependent on the application of
appropriate charge threshold cuts. To demonstrate this dependency, the reconstruction
performance is compared with and without noise suppression cuts.
Without charge threshold cuts, all pixels containing any charge—including those with
only noise contributions—are included in the centroid calculation. This leads to a bias in
position reconstruction, as noise-only pixels far from the true signal location distort the
weighted average. The Gaussian tails, which carry minimal signal charge, become indis-
tinguishable from noise, causing the reconstruction to incorrectly calculate the position.
Figure 5.10 illustrates the difference in reconstruction performance. With appropriate
charge cuts (Figure 5.10a), the reconstructed positions maintain a linear relationship with
the true positions, exhibiting only the systematic one-pixel periodic error discussed previ-
ously. In contrast, without cuts (Figure 5.10b), the reconstruction shows severe non-linear
behaviour. The noise contributions from pixels throughout the detector plane pull the
reconstructed centroid away from the true position.
This analysis underscores that charge threshold selection represents a critical optimization
parameter in the detector operation. The threshold must be set high enough to eliminate
noise contributions while remaining low enough to preserve the genuine signal information
contained in the Gaussian distribution tails.
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(a) With charge threshold cuts (threshold = 2) (b) Without charge threshold cuts

Figure 5.10: Comparison of position reconstruction on Layer 5 for Gaussian distribution
with noise. (a) Reconstruction with charge threshold cuts successfully eliminates noise
contributions, maintaining linear correlation between true and reconstructed positions.
(b) Reconstruction without cuts shows severe position distortion due to noise pixels being
incorrectly included in the centroid calculation, resulting in non-linear reconstruction be-
havior.

5.4 Conclusion

This simulation study demonstrates that the charge-sharing concept successfully enables
unique position determination through hierarchical pixelated readout layers. The geomet-
ric coupling enables unique charge distribution patterns to reconstruct position unambigu-
ously using the charge-centroid method. In ideal noise-free conditions, perfect position
reconstruction is achieved for both three-layer and five-layer configurations. However,
when noise is introduced, systematic reconstruction errors with characteristic one-pixel
periodicity arises. This effect is amplified with the number of pixel layers, with five-layer
configuration showing larger error amplitudes than the three-layer configuration. These
findings validate the charge-sharing principle as a viable approach for channel reduction
while maintaining unique position reconstruction.
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Chapter 6

Characterization with 55Fe source
and Cosmic Muons

Characterization of a novel detector architecture requires different measurements to probe
various aspects of the detector’s performance across energy scales. This chapter presents
a characterization study of the charge-sharing PAD. To this end, both 55Fe X-ray source
and cosmic muon measurements have been performed. Together, these two methodologies
provide an understanding of the detector’s response characteristics and operational param-
eters through their different physical properties. The main decay product of 55Fe source
is the characteristic monoenergetic 5.9 keV X-rays. This energy is deposited in highly
localized regions through photoelectric absorption. This can be used for precise energy
resolution measurements, gas gain properties, and charge sharing at a well-defined energy
scale. A complete absorption of low-energy X-rays occurs within a few millimeters of gas,
creating point-like charge clouds ideal for studying the energy resolution and giving an
estimate of the intrinsic spatial resolution. In contrast, cosmic muons are minimum ioniz-
ing particles (MIPs) that traverse the entire detector volume, depositing energy uniformly
along their tracks. This property of cosmic muons allows for the investigation of position
reconstruction capabilities and efficiency over the entire geometry of the detector.

6.1 Characterization with 55Fe

The 55Fe source, through electron capture decay, emits characteristic X-rays from the
daughter 55Mn nucleus. The primary emissions are the Mn Kα line at 5.90 keV (25.4%
branching ratio) and the Kβ line at 6.49 keV (2.99% branching ratio). At these ener-
gies, the photoelectric effect dominates the photon interactions with the detector gas (see
subsection 2.1.2), producing nearly monoenergetic photoelectrons. The dominant peak
corresponds to the Kα line at 5.90 keV, where the full photon energy is absorbed (blue
curve in Figure 6.1). An additional peaks arise from Argon K-shell fluorescence: when
a K-shell electron is ejected when an Argon atom in the detector gas volume is ionized
by the X-ray photon, an L-shell electron transitions to K-shell emitting a photon. If this
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Figure 6.1: Cluster charge spectrum showing the two characteristic 55Fe peaks with Gaus-
sian fits. The spectrum displays the 5.9 keV full-energy peak and the 3.0 keV escape peak,
fitted with individual Gaussian functions (red curves). At optimal anode voltages, both
peaks are clearly resolved, enabling accurate energy calibration through the theoretical
energy ratio of 1.97.

photon does not interact with the detector gas, the resulting Argon Kα photon (2.9 keV)
may escape the detector volume, producing escape peaks at EKα-esc = 3 keV (red curve in
Figure 6.1) and EKβ-esc = 3.59 keV. The detectors in this thesis can only resolve the EKα

= 5.9 keV peak and the EKα-esc = 3 keV. The ratio between these characteristic energies
provides a calibration relationship, which is a measure of how well the detector can resolve
the two peaks:

Eγ

Eescape

=
5.9 keV

3 keV
= 1.97 (6.1)

Another important calibration metric is the energy resolution resE is defined as:

resE =
σ5.9 keV

mean5.9 keV

(6.2)

where a gaussian fit to the 5.9 keV peak gives σ and mean values. The energy resolution
measures the broadening of the charge distribution around the peak. Typical values around
10% is observed for Micromegas detectors.
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6.1.1 Measurement Setup

55Fe source was positioned above the detector cathode for the measurement. Two detectors
were tested: the three-layer PADH and the five-layer PAD5. A high-voltage supply was
connected to the anode and the cathode. The micromesh was grounded via a pre-amplifier.
The positive current signal from the grounded mesh is pre-amplified and connected to a
spectroscopy amplifier, where the signal is further amplified and shaped. This signal is
passed on to a low threshold discriminator and is converted into a Nuclear Instrumentation
Standard (NIM) pulse. This initially short NIM pulse is extended in time (≈ 100µs) by
a dual timer and is used as a trigger signal. The pulse is extended to stop more triggers
before the data from one trigger is completed. This extended NIM signal provides the
external trigger for the SRS. Using this trigger, the FEC reads signals directly from the
APV25 boards on the detector. The DAQ acquires this signal for further analysis.

detector
trigger

signal

pre
amplifier

spectroscopy
amplifier

HV

CFD
dual
timer

FEC /
ADC

DAQ PC

ethernet

HDMI to APVs

: trigger signal
: data signal

Figure 6.2: Schematic of the trigger and DAQ setup used for measurements with a 55Fe
γ-source. The pre-amplified micro-mesh signal is used for triggering. This pre-amplified
signal is sent via LEMO cables to NIM modules. A dual timer extends the trigger pulse to
prevent new triggers before processing the current event. The APV25 boards are connected
via HDMI cables to the ADC card, which interfaces with the FEC (PCIe). The DAQ PC
reads out the FEC via ethernet and receives the trigger signal from the dual timer.

6.1.2 PADH

The hybrid pixel three-layer PADH detector was characterized using 55Fe X-rays to evaluate
its energy response and resolution capabilities. The 170 channels of the detector were read
using two APV25 front-end boards. Different gas mixtures were used to characterize the
performance of the optimal gas. Throughout the measurements, the APV25 board along
the X direction saturated around 1500 ADC counts, while the APV25 board along the Y
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direction saturated later, around 1800 ADC counts. Since the PADH has a hybrid design,
it is essential to notice that the charges measured along the X and Y directions are the
charges on the same pixel. To obtain a complete idea of the charge deposited by a particle,
the cluster charges along X and Y directions should be added together.

Pulse Height Analysis

The saturation effect of the readout electronics is visible in Figure 6.3. The early onset of
saturation along the X direction is clearly visible from the truncated charge at 1500 ADC
counts, while the Y strips start to truncate the charge around 1800 ADC counts and
saturate later. This indicates that the charges pixels receive, cannot be completely re-
constructed since the charges along X are truncated around 1500 ADC counts, while this
reconstruction is still possible for Y. Figure 6.3b clearly indicates this saturation effect, for
different gases. The X charges can be seen to plateau, while a steady increase in charges
along the Y direction is observed.

(a) Strip charge distribution for a single 55Fe
measurement

(b) Mean strip charge vs anode voltage for dif-
ferent gas mixtures

Figure 6.3: Strip charge analysis for PADH detector characterization. (a) Strip charges for
a single 55Fe measurement showing strip charges in both X and Y directions. (b) Mean
strip charge as a function of anode voltage for various Ar-based gas mixtures. Saturation
of X strips is visible as the charges plateau while charges in Y strips continues to scale.

Figure 6.4a shows the cluster charges along the X direction plotted against anode voltages.
It follows the double exponential behavior, following the gas gain Equation 2.14. The
cluster charges along the Y direction exhibit the same trend and can similarly be fit to
a double exponential curve. Saturation of the charges along the X direction is visible
from the deviation of the mean charges below the fitted curve at higher voltages. Higher
cluster charges could be achieved with Ar:CO2:iC4H10 in 93:5:2 and 90:5:5 vol.% under
stable conditions. For similar strip charges, similar pulse heights are expected. The Ar:CF4

(80:20 vol.%) mixture produces higher cluster charges despite lower strip charges compared



6.1 Characterization with 55Fe 59

to other gas mixtures (see Figure 6.3b). This is due to the scintillation effects in CF4-
based gases. The scintillation light is emitted during the initial ionization in the drift
region and during the ionization in the amplification region (Brunbauer et al. 2025). The
emitted photons, with energies of O(1–10 eV) are far below the 5.9 keV 55Fe X-rays. These
low energy photons interact with detector materials to produce additional photoelectrons.
After amplification, these create low-amplitude background signals that expand the cluster
size without proportionally increasing the strip charge. This effect grows with voltage:
at low amplification voltages, photoelectrons from scintillation remain below detection
threshold, but as voltage increases, they become detectable, causing cluster size to rise
steeply (see Figure 6.4) while strip charge grows only gradually .

(a) Cluster charge with double exponential fit (b) Cluster size evolution with anode voltage

Figure 6.4: Cluster characteristics as a function of anode voltage for 55Fe source. (a)
X-direction cluster charge following the double exponential gas gain (Equation 2.14). Sat-
uration of the charges is visible from the deviation of the mean charges below the curve at
higher anode voltages except for Ar:CF4 (80:20 vol.%) mixture. (b) Cluster size showing
the increase with increasing. The huge increase in the cluster size for Ar:CF4 (80:20 vol.%)
mixture points to the scintillation effect.

Scintillation effects in Ar:CF4 in 80:20 vol.% prevents proper resolution of the 55Fe peaks.
Hence this mixture was excluded from energy resolution analysis.
At very high cluster charge values, the energy ratio gets worse (see Figure 6.5a). This is
because the two peaks cannot be resolved anymore due to the saturation of the APVs.
The energy resolution initially improves with increasing amplification voltage as the gain
increases. Figure 6.5b shows the energy resolution plotted against anode voltage for various
gas compositions. The best resolutions are achieved with Ar:CO2:iC4H10 in 93:5:2 and
90:5:5 vol.% ratios, due to their higher cluster charges. The PADH measurements reveal
direction-dependent saturation thresholds (1500 ADC counts for X-direction, 1800 for Y-
direction), due to the early saturation of the APV along the X direction. When too many
strips saturate, the reconstructed pulse height clips the actual signal and underestimates
it, resulting in energy resolution. This effect is more pronounced in the X direction, as
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evidenced by earlier inflection points in the energy resolution curves and larger deviations
from the theoretical energy ratio at high voltages.

(a) Energy ratio between the 5.9 keV and 3.0
keV peaks as a function of anode voltage. The
theoretical value of 1.97 is shown as a dashed
line. Different colors represent different gas
mixtures. Deviation from the theoretical value
at high voltages due to saturation can be seen,
which are particularly pronounced in the X di-
rection.

(b) Energy resolution as a function of anode
voltage for various gas mixtures. The resolu-
tion improves with voltage until saturation ef-
fects degrade performance. Inflection points
indicate optimal operating voltages without
saturation for different gas compositions.

Figure 6.5: Energy performance characteristics of the PADH detector using 55Fe X-ray
source.

6.1.3 PAD5

The five-layer PAD5 detector was read out using one APV25 front-end board in master
configuration, owing to the 100 readout channels.

Gas mixture tests were conducted with primarily two gas mixtures: Ar:CO2:iC4H10 in
93:5:2 vol.% and Ar:CO2:iC4H10 in 90:5:5 vol.%. The enhanced stability and the higher
achievable pulse heights motivated this choice.

Pulse Height Analysis

The cluster charge evolution as a function of anode voltage has been presented in Figure 6.6.
The expected double exponential behavior, characteristic of gas avalanche multiplication
processes described by Equation 2.14, was clearly observed across the full operational
range. The observed cluster charge values with both gas mixtures are similar to the values
observed for PADH (adding up the charges along X and Y). For PAD5, only one value
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of charge is measured, in contrast to the directional measurements of the PADH detector,
since the purely pixel readout measures the complete charge received by each pixel.

Figure 6.6: Cluster charge as a function of anode voltage for PAD5 detector with
Ar:CO2:iC4H10 gas mixtures (93:5:2 and 90:5:5 vol.%). The double exponential behav-
ior follows the gas gain equation (Equation 2.14).

Figure 6.7 shows the energy ratio and resolution as functions of anode voltage. The energy
ratio, determined through Gaussian fitting of the cluster charge spectra following the same
methodology as PADH, shows good agreement with the theoretical value of 1.97. The en-
ergy resolution resE, calculated using Equation 6.2, improves with increasing amplification
voltage as expected.
PAD5 achieves superior energy resolution compared to PADH, reaching values below 10%.
This improvement stems from the detector’s five-layer charge-sharing architecture, where
each readout pixel on layer 5 collects signals from 94 (6561) smaller pixels on layer 1. This
hierarchical structure ensures almost complete charge collection since charges generated
in the smallest pixels cascade through intermediate layers before being collected at the
readout layer. The extensive charge sharing minimizes signal loss, resulting in better
energy resolutions than PADH.

6.1.4 X-Ray imaging with 55Fe

To demonstrate the spatial resolution capabilities of the PAD detectors, X-ray transmission
imaging was performed using a three-dimensional test object. A 3D-printed replica of ”The
Scream” by Edvard Munch, fabricated from PLA filament, served as an absorption mask
positioned between the 55Fe source and the detector (see Figure 6.8). The print thickness
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(a) Energy ratio vs anode voltage (b) Energy resolution vs anode voltage

Figure 6.7: Energy metrics for PAD5 detector with Ar:CO2:iC4H10 gas mixtures. (a)
Energy ratio between the 5.9 keV and 3.0 keV peaks showing good agreement with the
theoretical value of 1.97. (b) Energy resolution as a function of anode voltage, demon-
strating superior performance with values below 10% at optimal operating conditions.
The improved resolution compared to PADH is attributed to the five-layer charge-sharing
architecture enabling complete charge collection.

was modulated from 0.5 mm to 2.9 mm, with thinner regions corresponding to lighter areas
of the original painting and thicker regions to darker areas, creating a spatially varying
X-ray absorption pattern.

The 55Fe source was positioned to illuminate the detector through the 3D print. X-ray
transmission through the material exhibited strong thickness dependence. This differential
absorption produced a two-dimensional intensity pattern at the detector plane, effectively
encoding the image information in the spatial distribution of detected photons.

Position reconstruction is shown in Figure 6.9. Support pillar locations appear as distinct
inefficient regions in the reconstructed image. These structures, which prevent gas amplifi-
cation in their immediate vicinity, were clearly resolved as localized efficiency drops in the
photon distribution, further confirming the sub-millimeter position resolution capability
of the PAD architecture. With the PADH detector, spatial resolution exceeds the pillar
dimensions (approximately 200 µm diameter) and the features of the 3D print can be re-
solved with excellent accuracy. For the PAD5 detector, we cannot resolve all the features
of the 3D print completely. This already gives an estimate of the resolution of the detector,
where PAD5 is not able to resolve over 200 µm, which corresponds to the size of the pillars.
For both the detectors, there are no inefficient areas where the source has illuminated the
detector surface.
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(a) Measurement setup
(b) 3D-printed absorption mask for ”The
Scream” by Edvard Munch

Figure 6.8: Test object for X-ray imaging demonstration. (a) Measurement setup for X-ray
imaging.(b) 3D-printed PLA absorption mask with thickness modulation from 0.5 mm to
2.9 mm, where lighter regions of the painting correspond to thinner sections (higher X-ray
transmission) and darker regions to thicker sections (lower transmission).

(a) PADH reconstruction (b) PAD5 reconstruction

Figure 6.9: X-ray transmission imaging of ”The Scream” test object using 55Fe source with
PAD detectors. (a) PADH detector reconstruction showing superior spatial resolution with
clearly distinguishable features. The pillars can be identified as black dots in the picture.
(b) PAD5 detector reconstruction with lower spatial resolution due to larger pixel size.
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6.2 Hit Multiplicity with 55Fe

The 2D hit map for PADH and with 55Fe source (see Figure 6.10) show preferential positions
in spatial reconstruction. This systematic behavior would be expected to affect the spatial
resolution since some positions are reconstructed more often than the others, leading to
a bias in the reconstructed position. This effect will be discussed in chapter 7 where
the detector has been characterized with mono-energetic muons and precision tracking
has been done. In Figure 6.10b, singular yellow dots are seen across the area of the
detector. These points corresponds to pixel centers, again confirming the preferential
position reconstruction.

(a) 2D hit map for PADH detector showing
preferential position reconstruction patterns.
The distribution reveals systematic clustering
of reconstructed positions that correlate with
the underlying 1.2 mm pixel pitch structure.

(b) 2D hit map for PAD5 detector exhibit-
ing similar preferential position patterns. The
1.0 cm pixel pitch cannot be distinctly reco-
gonized due to the small irradiated area.
But structures within the pixel is more pro-
nounced compared to the PADH.

Figure 6.10: Comparison of 2D hit maps for 55Fe X-ray interactions showing preferential
spatial reconstruction positions. Both detector architectures exhibit systematic clustering
patterns. The higher resolution of the PADH detector is evident from the absence of
observable pillars as dark spots in PAD5.

6.3 Characterization with Cosmic Muons

Cosmic muons provide a complementary characterization method to the localized energy
deposits from 55Fe sources. These naturally occurring minimum ionizing particles (MIPs)
originate from cosmic ray interactions in the upper atmosphere and reach ground level
with a typical flux of approximately 1 muon/cm2/minute (Particle Data Group et al.
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2022). Cosmic muons generate extended ionization tracks with characteristic energy loss
described by the Bethe-Bloch formula. The energy loss along muon tracks produces the
characteristic Landau distribution in pulse height spectra, providing a metric for detector
calibration. They traverse several detector layers and can be used to determine position
resolution of the test detectors by using reference detectors for tracking.

6.3.1 Measurement Setup

The measurement setup consists of a tracking telescope configuration with two 2D DLC
Micromegas detectors of dimensions 10 × 10 cm2 as trackers, PAD5 detector and PADH
detector of dimensions 10× 10 cm2 and two scintillators of dimensions 9× 9 cm2 stacked
vertically, with the PAD5 and PADH detectors positioned between two reference tracking
detectors (See Figure 6.11).

Figure 6.11: Experimental setup of the cosmic muon tracking telescope showing the vertical
stack of four detectors (two Micromegas trackers, PAD5, and PADH) positioned between
the top and bottom scintillator paddles. The detectors are mounted in a rigid aluminum
frame to ensure coarse alignment upto a few mm precision.

An external trigger was provided by the scintillators positioned above and below the de-
tector stack, operating in coincidence mode to select muon candidates that pass through
both scintillators. The trigger logic is illustrated in Figure 6.12. This trigger logic effec-
tively suppresses random backgrounds, ensuring genuine cosmic muon events. Given the
active area of the scintillators and the geometric acceptance of ±20◦ , a trigger rate for all
incident angles was measured to be 0.07 Hz.
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Near-perpendicular tracks were chosen by implementing a stringent angular selection crite-
rion of ±5° from perpendicular incidence, during data analysis. This selection was enforced
to reconstruct muon trajectories without the effect of non-homogeneous ionization along
inclined tracks. However, the observed event rate after angular selection was significantly
lower.

Figure 6.12: Schematic diagram of the trigger logic for cosmic muon measurements. The
coincidence unit requires simultaneous signals from both scintillators.

6.3.2 Cosmic Muon Measurements

Cosmic muon measurements were conducted on both detector configurations to character-
ize their performance with minimum ionizing particles. The PADH detector was tested
with two gas mixtures: Ar:CO2 (93:7 vol.%) and Ar:CO2:iC4H10 (90:5:5 vol.%), while
PAD5 measurements were performed exclusively with Ar:CO2:iC4H10 (90:5:5 vol.%). The
addition of isobutane as a tertiary quenching component in the Ar:CO2:iC4H10 mixture
demonstrates significant operational advantages, enabling scaling to substantially higher
cluster charge values at correspondingly lower operational voltages due to enhanced quench-
ing efficiency.
For the PADH detector, clustering methods analogous to strip detectors were employed
to reconstruct muon hit positions. The PAD5 detector, with its 10 mm readout pixels,
employed the DFS algorithm for pixel clustering as the primary reconstruction method
(see section 4.3).
Figure 6.13 shows the spatial distribution of muon hits in the PADH and PAD5 detectors.
The strip number distribution demonstrates higher hit density in the central region due
to the detector’s positioning within the telescope setup, where coincidence scintillators
preferentially trigger on muons passing through the detector center because of the angular
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acceptance cone. The intermittent structures in the PAD5 distribution is because of the
way the pixels are read-out along each column. An envelope over this pattern will again
give us the central hit pattern in PAD5 detector.

(a) Strip number distribution PADH (b) Strip number distribution PAD5

Figure 6.13: Spatial distribution of cosmic muon hits in PADH and PAD5 detectors with
an angular acceptance of ±20◦. (a) Strip number distribution in PADH detector demon-
strating higher hit density in the central region due to detector positioning within the
telescope setup. (b) Strip number distribution in PAD5 detector showing similar central
enhancement with intermittent structures due to column-wise pixel readout patterns. The
red curve shows the envelope over the distribution, which is the hit pattern of the detector.

Pulse Height Analysis

The cluster charge distribution for cosmic muon events follows the characteristic double
exponential gas gain behavior described by Equation 2.14. Figure 6.14 presents the cluster
charge evolution as a function of anode voltage for both PADH and PAD5 detectors.
The five-layer charge-sharing structure of PAD5 produced substantially higher cluster
charges compared to those observed in PADH. This enhancement is attributed to the
increased charge collection from 94 shared pixels in the smallest layer compared to the 92

shared pixels in PADH and a wider drift gap leading to more primary ionization.

Spatial Resolution And Efficiency

Spatial resolution is determined by the centroid method (section 4.3). The measurements
reveal distinct performance characteristics between the two detector configurations. The
PADH detector, with its three-layer charge-sharing architecture, achieved superior spatial
resolutions compared to PAD5. This improvement can be attributed to a finer pixel pitch
in the collection layer for PADH (0.3 mm) compared to PAD5 (0.625 mm) and a reduced
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(a) PADH detector cluster charge evolution (b) PAD5 detector cluster charge evolution

Figure 6.14: Cluster charge evolution as a function of anode voltage for cosmic muon events.
(a) PADH detector measurements with Ar:CO2 (93:7 vol.%) and Ar:CO2:iC4H10 (90:5:5
vol.%) mixtures, demonstrating superior performance of the isobutane-containing mixture.
(b) PAD5 detector measurements with Ar:CO2:iC4H10 (90:5:5 vol.%) mixture, showing
substantially higher cluster charges due to the five-layer charge-sharing architecture.

number of charge-sharing layers in PADH, which minimizes charge dispersion and preserves
spatial information more effectively than the five-layer PAD5 configuration.
Figure 6.15 shows the spatial resolution measurements for both detectors. For PADH,
resolution improves with increasing anode voltage as expected, with the Ar:CO2:iC4H10

mixture showing better results than the Ar:CO2 mixture due to higher achievable cluster
charges. The relationship between resolution and cluster charge demonstrates the funda-
mental trade-off between signal amplitude and position accuracy. PAD5 measurements
show worse resolution distributions compared to PADH. Spatial resolution for PADH at
505 V show an abnormal behavior. This is due to the low statistics of the measurement,
which is evident from the very high weighted resolution value.
Detection efficiency (subsection 4.6.1) was calculated with the number of entries within
a residual window of ±3 mm. The measurements demonstrate the operational benefits
of both detector designs. The PADH detector achieved efficiencies exceeding 80% with
the Ar:CO2 the isobutane-containing mixture. PAD5 measurements with the optimized
gas mixture showed comparable efficiency performance, reaching detection rates above
80%. The anomaly at 505 V for PADH, as seen from resolutions, is attributed to the low
statistics.
However, statistical limitations from the low cosmic muon rate of 0.07 Hz and strict angular
selection criteria prevent detailed characterization of efficiency plateaus or identification
of optimal operating points for both detector configurations. The week-long measurement
periods required for each voltage setting limits cosmic muon characterization compared to
controlled source measurements. The next chapter discuss a detailed study of the detectors
under 120 GeV monoenergetic muons.
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(a) PADH spatial resolution vs anode voltage (b) PAD5 spatial resolution vs anode voltage

Figure 6.15: Spatial resolution comparison between PADH and PAD5 detectors with cos-
mic muons. (a) PADH detector showing resolution for both gas mixtures, with superior
performance achieved using the isobutane-containing mixture. (b) PAD5 detector mea-
surements using Ar:CO2:iC4H10 (90:5:5 vol.%), showing broader resolution distributions
due to the five-layer charge-sharing architecture.

(a) PADH detection efficiency vs anode voltage (b) PAD5 detection efficiency vs anode voltage

Figure 6.16: Detection efficiency as a function of anode voltage for cosmic muon measure-
ments using a ±3 mm residual window. (a) PADH detector performance with Ar:CO2 and
isobutane-containing gas mixtures, showing efficiencies exceeding 80% (b) PAD5 detector
efficiency with optimized gas mixture, achieving detection rates above 80%. Statistical
limitations from the low cosmic muon rate (0.05 Hz) for perpendicular incidence and mea-
surement duration constraints are evident in both datasets.
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Chapter 7

Characterization with 120 GeV
Muons at the CERN SPS H4 beam
line

Following the characterization of the detectors with the 55Fe source and cosmic muons,
the detector is tested under 120 GeV muons and pions. While cosmic muons limit the
systematic studies of the detector due to their broad energy spectrum, varying angle of
incidence, and low rate, the controlled muon beams provide a precisely defined particle
flux, energy, and incident angle. At 120 GeV, muons can be treated as minimum ionizing
particles(see section 2.1), creating uniform track signatures for precise measurements of
spatial resolution, detection efficiency, and charge-sharing performance.

The detector was characterized by varying the amplification voltages, and the results for
spatial resolution and efficiency performance for perpendicular and inclined tracks are
presented in this chapter.

7.1 Experimental Setup

The experiment was carried out with a high-intensity muon beam produced through the
decay of charged pions and kaons created when the primary proton beam from the CERN
Super Proton Synchrotron (SPS) interacts with a production target at the H4 beamline.
This high-energy beam allows for particle tracking with the test detectors and four reference
trackers with almost negligible effects from multiple scattering.

The hodoscope had four 2D resistive DLC Micromegas detectors of dimensions 10 cm ×
10 cm, PAD5 detector and PADH detector also of dimensions 10 cm × 10 cm (only the
setup relevant to this thesis is discussed here) and two scintillators. The detectors were
flushed with Ar:CO2:iC4H10 in 93:5:2 vol.% (see Figure 7.1).

All the detectors were read out using the APV25 hybrid boards (see section 4.1) using
2 FEC cards. The DAQ PC acquired the output signal from the FEC through ethernet
cables. Ethernet cables of equal length were carefully chosen to synchronize the data
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Figure 7.1: Experimental setup at the CERN SPS H4 beamline showing the detector
telescope configuration. The setup consists of four 2D resistive DLC Micromegas reference
detectors (10×10 cm2), the PAD test detectors (PADH and PAD5, 10×10 cm2), and two
scintillators (9×9 cm2) for triggering. The 120 GeV muon beam traverses the detector
stack, with reference detectors maintained perpendicular to the beam axis, while test
detectors can be rotated around one axis for angular studies. All detectors are operated
with Ar:CO2:iC4H10 in 93:5:2 vol.% gas mixture. The other detectors visible are not
relevant to the scope of this thesis.

arriving from the FEC cards. The scintillators were used to trigger on the signal. This
scintillator signal is converted to a NIM signal by a discriminator following the discussion
from section 4.1. A coincidence of signals from both the scintillators was required (see
section 4.1), which was used for further trigger logic (See Figure 7.2). 200000 events were
recorded for each measurement. The scintillators had dimensions 9 cm × 9 cm. Since this
is smaller than the active area of the detectors, a position bias is introduced in the events
registered in the detectors.

The position reconstruction in the reference detectors employs the centroid method (sec-
tion 4.3). The reference track was reconstructed using the χ2 minimization technique
(subsection 4.4.1). Figure 7.3 shows the track error calculated using subsection 4.4.1. The
estimated track error was ≈ 27 µm for PAD5 and PADH. While the test detector can be
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Figure 7.2: Trigger logic schematic for the H4 beamline measurements. Signals from the
scintillators are converted to NIM signals via discriminators and fed into a coincidence
unit. The coincidence output provides the external trigger for the SRS readout system,
ensuring that only events with particles traversing both scintillators are recorded. The
smaller scintillator area (9×9 cm²) compared to the detector active area (10×10 cm²)
introduces a geometrical bias toward central region events.

rotated to various incident angles to study the charge-sharing performance as a function of
track inclination, the reference detectors are deliberately maintained in their perpendicular
orientation relative to the beam axis.
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Figure 7.3: Track error plotted against Z position (along the beam) for the measurement
at CERN SPS with 120 GeV muons. Track error of ≈ 27 µm was observed for both PAD5
and PADH detectors.

7.2 Perpendicularly Incident Particles

In this section, perpendicularly incident muons will be looked at for PADH and PAD5.
Muons from the H4 beamline provide almost exactly perpendicular, mono-energetic inci-
dent particles. This allows for simple particle reconstruction with no unknown parameters.
This provides a method to exactly characterize the detectors with minimal effects like
multiple scattering, non-homogeneous ionization, etc. The detector is characterized, and
the performance of the detector in terms of the spatial resolution and the efficiency of the
detector is discussed.

7.2.1 PADH

The 3-layer PADH is examined using clustering methods analogous to strip detectors be-
cause of the strip-like readout structure. The clustering has been done with an allowed
minimum cluster size of one strip. This can be attributed to the big pixel pitch of 1.2 mm
in the PADH detector. Since a spread of 0.4 - 0.7 mm from an avalanche of a single muon
is expected (Rinnagel 2023), this is reasonable. But such single pixel events are relatively
small < 4%. The 2D beam profile of the muon beam is shown in Figure 7.4a and the pion
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beam is shown in Figure 7.4b. The muon beam has a big waist in both X and Y directions
and has a broad spatial spread. The pion beam, on the other hand, is very narrow with a
beam width of approximately 3 cm. This matches with the expected beam profile1. The
study has been primarily carried out with the muon beam.

(a) Muon beam 2D profile (b) Pion beam 2D profile

Figure 7.4: 2D beam profiles showing the spatial distribution of muon and pion beams.
The muon beam (left) exhibits a broad spatial spread with a large waist in both X and Y
directions, effectively covering the entire active area of the PADH detector. In contrast,
the pion beam (right) is highly collimated with a narrow beam width of approximately
3 cm, resulting in a much narrower distribution on the detector surface compared to the
muon beam. The hit map registers events only in an area of 9×9 cm2 due to the size of
the scintillators. Pillars are visible in both beam profiles as dark spots.

Pulse Height Analysis

A cluster is formed by grouping multiple adjacent strips together, where the sum of charges
from all constituent pixels provides the total charge deposited by the muon. This cluster-
ing approach (See section 4.3) combines the individual pixel responses to reconstruct the
complete charge signature of the muon. The resulting cluster charge distribution increases
with an increase in the amplification voltage, exhibiting the characteristic double exponen-
tial behavior, consistent with the gas gain mechanism described by Equation 2.14. This
behavior can be clearly observed in Figure 7.5a.
The cluster size represents the spatial extent of a particle hit across the detector strips.
It is the span of strip numbers occupied by a cluster, measured from the first to the last
strip in the cluster group. The increase in cluster size with the corresponding increase
in the anode voltage is evident from Figure 7.5b. Higher anode voltages lead to broader

1Internal communication
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(a) Cluster charge as a function of anode volt-
age in both X and Y directions

(b) Cluster size as a function of anode voltage

Figure 7.5: Cluster characteristics as a function of anode voltage for perpendicularly inci-
dent 120 GeV muons in the PADH detector. (a) Shows the double exponential increase in
cluster charge with higher anode voltage due to avalanche amplification. (b) Demonstrates
the corresponding increase in cluster width.

avalanches, leading to this behavior. Measurements between 465 V and 495 V were taken
at a different time. This might lead to the kink that is observed in this range in Figure 7.5b.
Different pressure and/or moisture could influence the gas gain. Owing to the segmentation
of the pixels on the PADH detector, the total charge received on the whole pixel is split
into two. So the sum of cluster charge along the X and Y directions gives the complete
information about the charge deposited by a muon.

Spatial Resolution

The spatial resolution has been determined by interpolating the particle tracks built by
the reference detectors (see section 4.5). The spatial resolution determined by the centroid
method as a function of the anode voltage and cluster charge is shown in Figure 7.6. As
seen in Figure 7.6a, spatial resolution improves with an increase in anode voltage since the
hit position becomes more defined as the charge on a single pixel increases (Bortfeldt 2015).
The improvement in spatial resolution with charge can be seen in Figure 7.6b. Slightly
better resolutions along the Y direction can be observed in Figure 7.6. This is within the
reconstruction error. Spatial core resolutions (subsection 4.5.1) of up to 85 µm and up to
130 µm weighted resolution can be achieved at anode voltages ∼ 500 V. Beyond this point,
the resolution plateaus.
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(a) Spatial resolution as a function of anode
voltage

(b) Spatial resolution as a function of cluster
charge

Figure 7.6: Core and weighted spatial resolutions of the 3-layer PADH detector for per-
pendicularly incident 120 GeV muons. Core resolutions of σ core < 85 µm are achieved
in both layers. The weighted residual also follows a similar pattern. (a) Resolution as a
function of anode voltage, showing improvement with increasing voltage. (b) Resolution as
a function of cluster charge, demonstrating the correlation between charge collection and
position reconstruction accuracy. The resolution is determined using the charge centroid
method with reference tracks extrapolated from the tracking hodoscope.

Efficiency

The detection efficiency has been evaluated by comparing the number of reconstructed
clusters within a residual window of ± 3mm, to the total number of reference tracks passing
through the detector’s active area. The efficiency, determined using the method described
in Equation 4.16, as a function of anode voltage and cluster charge is shown in Figure 7.7.
The efficiency sharply increases with anode voltage, reaching a plateau at approximately
96% at voltages above 490 V (seeFigure 7.7a). At lower voltages, the efficiency drops due
to insufficient charge amplification. The efficiency as a function of cluster charge shows a
sharp transition from low to high efficiency around 1000 ADC counts, corresponding to the
effective threshold for reliable cluster reconstruction for the detector (Figure 7.7b). Even
for high amplification voltages, 100% efficiencies are not achievable due to the presence
of supporting pillars, which create dead/passive regions in the detector. Events in these
passive regions cannot be reconstructed, leading to a loss in efficiency.
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(a) Detection efficiency as a function of anode
voltage

(b) Detection efficiency as a function of cluster
charge

Figure 7.7: Detection efficiency of the 3-layer PADH detector for perpendicularly incident
120 GeV muons. (a) Efficiency as a function of anode voltage, showing the characteristic
plateau behavior above 500V where the gas gain provides sufficient charge for reliable
detection. (b) Efficiency as a function of cluster charge shows improving efficiencies with
higher charges.

7.2.2 PAD5

The 5-layer PAD5 employs a purely pixel readout configuration, where each pixel is in-
dividually read out by an APV channel. Clustering is performed using the Depth-First
Search (DFS) algorithm section 4.3, which groups all the connected pixels that receive
charge to reconstruct particle trajectories. The minimum allowed cluster size is set to one
pixel to accommodate the large 1 cm pixel dimensions. Since a spread of 0.4 - 0.7 mm
from an avalanche of a single muon is expected (Rinnagel 2023), this is reasonable. But
such single pixel events are rare < 1%, since charge sharing always ensures that the charge
spread increases as it couples to bigger layers subsection 5.3.1.
The charge-sharing architecture demonstrates its effectiveness in Figure 7.8, where position
information can be reconstructed to a precision of a few hundred micrometers despite the
coarse 1 cm pixel pitch. A surface map of the pixels can be seen. This sub-pixel resolution
capability is enabled by the unique charge distribution patterns created by the layered
architecture, as discussed in subsection 5.3.5. In Figure 7.8b, it can be observed that more
events are reconstructed at the center of the pixels. This behavior is exactly the same
seen in Figure 6.10b. According to simulations for a three-layer charge share detector by
(Menzer 2025), this effect arises due to the inherent electric field configuration within the
coupled pixels. This effect was seen to increase with an increase in the number of layers,
making it more prominent in the five-layer PAD5 detector.
Measurements with 120 GeV muons were performed using two gas mixtures: Ar:CO2:iC4H10

in 93:5:2 vol.% and Ar:CO2 in 93:7 vol.%. The latter measurements were conducted dur-



7.2 Perpendicularly Incident Particles 79

ing the 2023 H4 beamtime and provide a comparative baseline for evaluating the detector
performance under different operational conditions.

(a) 2D pixel position distribution (b) Cluster 2D position reconstruction

Figure 7.8: PAD5 detector position reconstruction capabilities. The left figure shows
the 2D pixel position distribution from the coarse 1 cm pixel readout, while the right
figure demonstrates the reconstructed cluster 2D positions. Despite the large pixel pitch
of 1 cm, the position information can be reconstructed to a precision of a few hundred
micrometers through charge sharing between adjacent pixels. The clustering is performed
using the Depth-First Search (DFS) algorithm with a minimum cluster size of one pixel.
Measurements shown are from muon beam data using Ar:CO2:iC4H10 in 93:5:2 vol.% gas
mixture. More events are reconstructed at the center of the pixels. The hit map registers
events only in an area of 9×9 cm2 due to the size of scintillators.

Pulse Height Analysis

Cluster size for PAD5 shows the number of pixels in a cluster. This gives a measure
of the charge spread. The cluster size and cluster charge evolution with anode voltage,
presented in Figure 7.9a and Figure 7.9b, show the increased cluster charges and expanded
charge cloud, leading to enhanced lateral charge spread across neighboring pixels, due to
an increase in the amplification voltage. Five layers of capacitively coupled pixels, lead
to a broader spread of the charges across pixels on the readout layer (layer 5), which can
be observed in Figure 7.9b. The double exponential behavior of gas amplification can be
clearly seen in the cluster charge plot Figure 7.9a. The saturation of the charges because
of the APVs can be noticed at voltages above 460 V for Ar:CO2:iC4H10 in 93:5:2 vol.%.
For the Ar:CO2 in 93:7 vol.% mixture, this saturation is observed above 500 V. This values
correspond to similar values of cluster charge as a result of different gas gains for the
different gases.
Following the discussion in section 3.3, each bigger layer is shared between 9 pixels in the
smaller layer (see section 5.1). In the five layer configuration, one pixel on the fifth layer is
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shared between 94 smaller pixels on layer 1. This is different from the 3 layer PADH where
one pixel on the third layer is shared between 92 smaller pixels on layer 1. Furthermore,
there is no segmentation of the pixel in PAD5. This might lead to a potential loss, due to
higher number of layers, in the charge information since before collecting the full charge,
the electronics go into saturation.

(a) Cluster charge as a function of anode volt-
age

(b) Cluster size as a function of anode voltage

Figure 7.9: Cluster characteristics as a function of anode voltage for perpendicularly in-
cident 120 GeV muons in the 5-layer PAD5 detector. (a) Shows the increasing cluster
charges following the double exponential behaviour from gas gain. Saturation effects can
be observed as deviation from the fit. (b) Demonstrates the cluster size, which is the
number of pixels in a cluster, evolving with increasing anode voltages. The high number
of pixels per cluster indicates an unprecedented spreading of the charge.

Spatial Resolution

The spatial resolution of PAD5 is determined through charge-centroid position reconstruc-
tion (See section 4.3). Figure 7.10a shows the resolution as a function of anode voltage,
achieving values approaching 400 µm at optimal operating conditions for Ar:CO2:iC4H10

in 93:5:2 vol.% mixture. For Ar:CO2 in 93:7 vol.% gas mixture, resolutions better than
300 µm are achieved at higher cluster charges. The APVs saturate around 3500 ADC
counts. Typically, electronic saturation would be expected to degrade spatial resolution.
However, a worsening of the resolution is not observed. On the contrary the resolutions get
better beyond the saturation point of the electronics. It can be argued that, due to charge
sharing, even though the central pixels are saturated, the surrounding pixels receive more
charge on them, adding them to the cluster. So when the position is determined through
the centroid method (section 4.3), the surrounding pixels lead to an improved position
reconstruction. But this requires further in depth study.
The spatial resolution of PAD5 plateaus around 290 µm, which is three times coarser
than the spatial resolutions obtained for PADH (≈ 85µm). This coarse resolution can be
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attributed to two major reasons. The pixels in layer 1 of PAD5 is 0.625 mm compared to
the pixel size of 0.3 mm in PADH. Furthermore, PAD5 has a bigger 1 cm readout pixel
compared to 1.2 mm readout pixel size in PADH. So, in the best-case scenario, resolutions
are expected to be at least twice as bad for PAD5 compared to PADH, by merely comparing
the pixel sizes in the collection layer. In addition, looking at Figure 7.12 and Figure 7.13,
we see a periodic substructure when the residual is plotted against position, which might
also affect the achievable resolution. This will be discussed in more detail in section 7.3.

(a) Spatial resolution vs anode voltage (b) Spatial resolution vs cluster charge

Figure 7.10: Spatial resolution of the 5-layer PAD5 detector for perpendicularly incident
120 GeV muons. (a) Resolution as a function of anode voltage for both gas mixtures,
showing improved performance with Ar:CO2 in 93:7 vol.% achieving values under 300 µm
compared to approximately 400 µm for Ar:CO2:iC4H10 in 93:5:2 vol.%. (b) Resolution
as a function of cluster charge, demonstrating continued improvement even beyond APV
saturation.

Efficiency

The detection efficiency has been evaluated by comparing the number of reconstructed
clusters within a residual window of± 3 mm, to the total number of reference tracks passing
through the detector’s active area, similar to the PADH. The efficiency determined using
the method described in Equation 4.16 as a function of anode voltage and cluster charge is
shown in Figure 7.11. The efficiency sharply increases with anode voltage, reaching above
94% at voltages above 450 V. At lower voltages, the efficiency drops due to insufficient
charge amplification.
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(a) Detection efficiency vs anode voltage (b) Detection efficiency vs cluster charge

Figure 7.11: Detection efficiency of the 5-layer PAD5 detector for perpendicularly incident
120 GeV muons. (a) Efficiency as a function of anode voltage, reaching plateau values above
94% at voltages exceeding 450V for both gas mixtures. (b) Efficiency as a function of cluster
charge, showing the characteristic threshold behavior around the minimum charge required
for reliable cluster reconstruction. The efficiency is determined by matching reconstructed
clusters to reference tracks within a 3 mm residual window.

7.3 Periodic Substructures

The residual distributions as a function of position reveal a distinctive periodic substruc-
ture that correlates directly with the detector’s pixel pitch, as shown in Figure 7.12 and
Figure 7.13. This periodic substructure introduces a systematic position-dependent bias
that can affect the inherent resolution of the detector. Looking at the figures, two types
of periodicity can be noticed. Big jumps in the residual distribution that repeats after
1.2 mm, which is the pixel pitch in the three layer PADH, while the same pattern is no-
ticeable at 10 mm interval for PAD5, which corresponds to its pixel pitch. At the same
time, a small internal pattern can also be observed which increases linearly within the
pixel pitch of the readout layer. Looking at Figure 7.12b, we can see huge oscillations
with an amplitude of 0.6 mm. But within a period, linearly increasing internal structures
are observed with a maximum amplitude of 0.1 mm. According to the simulations studies
on three layer capacitive-sharing pixel Micromegas detector done by (Menzer 2025), these
structures have been simulated. They arise as a result of the electric field configuration
on smaller pixel layers due to the multiple layers(see chapter 8). A similar pattern can
be observed with PAD5 (see Figure 7.13b), where the amplitude of the big oscillation at
intervals of 10 mm is in the range of 4 mm, while the small internal structure oscillates
between 2 mm. Any further details cannot be resolved from visual inspection of the plots.
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(a) Residual vs position for PADH detector (b) Zoomed view showing periodic structure
at 1.2 mm intervals

Figure 7.12: Periodic substructure in position residuals for the 3-layer PADH detector with
1.2 mm pixel pitch. (a) Full range residual distribution showing systematic modulation
across the detector. (b) Zoomed view revealing the periodic pattern with wavelength
exactly matching the pixel pitch. The substructure within the 1.2 mm is also visible.

(a) Residual vs position for PAD5 detector (b) Zoomed view showing periodic structure
at 1.0 cm intervals

Figure 7.13: Periodic substructure in position residuals for the 5-layer PAD5 detector
with 10 mm pixel pitch. (a) Full range residual distribution demonstrating the systematic
position-dependent bias across multiple pixels. (b) Zoomed view highlighting the periodic
pattern with 10 mm wavelength corresponding to the pixel dimensions. The substructure
within the 10 mm pixel pitch is also visible. The multi-layer architecture of PAD5 shows
similar effects but with different wavelengths.

Correcting for these effects can further improve the resolution of the detector. The huge
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amplitudes of oscillation for PAD5 might be a contributing factor for the worse internal
resolution of the detector compared to PADH. In Figure 7.13a the edge effects of the pixels
can be identified. At 10 mm and 90 mm, the last pixels collect the charge since the pixel
pitch is 10 mm. This cannot be seen on PADH since beyond 90 mm, there are more pixels
since the pitch is 1.2 mm.

7.4 Inclined incident particles

In addition to perpendicular incidence muons, PADH detector was characterized also with
inclined incidence muons. The test detectors were mounted in the tracking hodoscope such
that they could be rotated. Only the test detectors were rotated along the Y axis. As a
result, the rotation can only be resolved in the X direction and not in the Y direction.
The trackers were maintained perpendicular to the muon beam. Measurements were taken
with a rotation of Θ = 10± 1◦ and Θ = 20± 1◦.

7.4.1 Pulse Height Analysis

Following the discussion from section 4.6, inclined particles traverse a greater distance
within the drift gap. When particles enter the detector at an angle, their path length
through the drift gap increases, leading to enhanced ionization along the extended tra-
jectory, and consequently, larger apparent cluster sizes are observed in the readout plane.
This leads to an increase in the cluster charge and cluster size.

(a) Cluster charge as a function of anode volt-
age for different incident angles

(b) Cluster size as a function of anode voltage
for different incident angles

Figure 7.14: Comparison of cluster characteristics in X direction for perpendicular (0◦) and
inclined (10◦, 20◦) particle incidence in the 3-layer PADH detector. (a) Increasing cluster
charge, with an increase in anode voltage. Effects of incline cannot be seen. (b) Cluster size
increases with incident angle due to the extended particle track and the resultant charge
coupling to the upper layers.
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Cluster charge vs anode voltage is plotted in Figure 7.14a. But no evident trend can be
seen between inclination and cluster charge. The increase is well within the systematic
uncertainties since the measurements were taken on different days, leading to different
pressure and humidity conditions. In Figure 7.14b the cluster size exhibit systematic
increase compared to perpendicular incidence at the same anode voltages due to more
charge spreading as more pixels in layer 1 see the charge.

7.4.2 Spatial Resolution

Following the discussion in section 4.6, the spatial resolution for inclined particle has
been determined using the time corrected centroid method and compared to the charge-
centroid position reconstruction (See section 4.3). The time-corrected position reconstruc-
tion method leads to improved spatial resolution compared to the simple centroid method
for inclined tracks.
Figure 7.15 presents a comparison between the standard centroid method and the time-
corrected reconstruction for different incident angles. For perpendicular tracks (0◦), both
methods yield identical results as expected, since no timing correction is applied. However,
significant improvements are observed at higher inclinations, where the time-corrected
method improves the spatial resolution.

(a) Centroid method (b) Time-corrected method

Figure 7.15: Comparison of spatial resolution for different track inclination angles using (a)
the standard charge centroid method and (b) the time-corrected reconstruction method.
At 0◦, both methods yield equivalent resolution of approximately 85 µm. For inclined
tracks, the centroid method shows degraded resolution reaching 300 µm at 20◦, while
the time-corrected method maintains resolution below 180 µm by compensating for drift-
time variations. The measurements demonstrate the effectiveness of timing corrections in
preserving spatial resolution for inclined particle tracks. Y direction sees similar resolutions
as to that of perpendicularly incident particles.

The resolution degradation observed with the centroid method at higher angles directly
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results from the uncorrected position bias. At 20◦ inclination, the centroid method resolu-
tion deteriorates to over 300 µm. In contrast, using the time-corrected method, resolutions
below 180 µm even at 20◦ can be achieved. Similarly, for 10◦ inclination, a clear improve-
ment in the resolution from 200 µm to under 120 µm is visible using the time-corrected
method. The difference in resolutions after applying time correction is only visible along
X since the detector is rotated around the Y axis. The orthogonal Y direction still see
perpendicular incidence of particles.

7.4.3 Efficiency

The efficiency for inclined particle tracks follow a similar trend to that of perpendicularly
incident muons. The detector achieves efficiencies around 98% for particles at 10◦ incli-
nation. 100% efficiencies cannot be attained due to the insulating pillars, leading to non
reconstructed particles in this region. Efficiencies above 96% is achieved for particles at
20◦ inclination. The slight reduction in the efficiency is due to being rotated out of the
beam at this angle.

(a) Detection efficiency at 10◦ inclination (b) Detection efficiency at 20◦ inclination

Figure 7.16: Detection efficiency of the 3-layer PADH detector as a function of anode
voltage for inclined particle tracks. (a) Efficiency at 10◦ inclination showing the efficiency
plateau above 510 V, maintaining values above 95%. (b) Efficiency at 20◦ inclination
demonstrating similar behavior.
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Summary and Outlook

In this thesis, the performance of a three-layer hybrid PADH detector and a five-layer
PAD5 capacitively coupled pixel detectors has been investigated. By implementing a multi-
layered charge-sharing architecture, capacitively coupled pixel detectors decouple spatial
resolution from readout channel count through controlled capacitive coupling between pix-
elated layers of progressively increasing size.

The unique position reconstruction through charge coupling was successfully verified by
testing two prototype detectors. Both detectors demonstrated excellent performance with
55Fe source. PADH achieved energy resolutions below 12% while PAD5 achieved energy
resolutions below 10%. Tests with 120 GeV muons were performed at CERN SPS. PADH
detector achieved spatial resolutions up to 85 µm and detection efficiencies exceeding 96%
for perpendicular tracks. Inclined particle tracks of up to 20◦ were tested, achieving spatial
resolutions under 160 µm and detection efficiencies exceeding 96%. These results are
comparable to traditional strip-based gaseous detectors, confirming that the charge-sharing
mechanism does not compromise detector performance. The five-layer PAD5 detector,
despite having coarse 1 cm readout pixels, achieved spatial resolutions up to 300 µm with
detection efficiencies above 95%. This demonstrates that the detectors can effectively
maintain good spatial resolution even with very large readout pixels, validating the concept
of decoupling resolution from readout granularity.

The characterization performed in this work of PADH and PAD5 detectors has revealed
significant potential for further optimization and development. While both detector ar-
chitectures demonstrate promising performance characteristics, several systematic effects
have been identified that require future investigation and correction.

During detector characterization studies using 55Fe X-ray sources and muon test beams,
distinctive periodic substructures were observed in the residual distributions at multiple
length scales. Primary periodic patterns with wavelengths corresponding precisely to the
detector pixel pitch (1.2 mm for PADH and 1.0 cm for PAD5) were identified, accompanied
by smaller-scale substructures observable within individual pixel regions (See Figure 6.10,
Figure 7.13, Figure 7.12). These substructures potentially pose a fundamental limitation
to the achievable spatial resolution. It is therefore essential to understand the origin of
these substructures and develop appropriate correction strategies.
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Simulation studies for Micromegas with three layers of capacitively coupled pixels with
5× 5 readout pixels by (Menzer 2025) have demonstrated that these systematic position-
dependent biases arise from the inherent electric field configuration within the pixel ar-
chitecture. The field-induced charge collection patterns create preferential positions for
spatial reconstruction that introduce systematic effects in the position reconstruction.

(a) Comparison of residual distributions and
weighting potential across 5 pixels. The raw
residual (red) and inclination-corrected resid-
ual (orange) demonstrate clear oscillating be-
havior that correlates with pixel boundaries.
Plateau regions in the weighting potential cre-
ate steep gradients in the residual distribution,
as identical positions are reconstructed across
each plateau.

(b) Weighting field distribution for pixel 3
in the normalized interval [0.1, 0.55]. The
stretching effect of the electric potential due
to the constant potential boundary condi-
tions on adjacent smaller pixels is clearly vis-
ible, particularly at the DLC (Diamond-Like
Carbon) layer height. The horizontal stretch-
ing of the contour (orange, yellow, green,
and blue) corresponds directly to the plateau
features observed at positions {2.4, 2.7, 3.0,
3.3} mm in the pixel 3 weighting potential
(green curve) shown in subplot (a).

Figure 8.1: Correlation between residual behavior and weighting field structure. (a) Posi-
tion residuals showing plateau-induced effects in the reconstruction. (b) Two-dimensional
weighting field visualization demonstrating the physical origin of the plateau effects ob-
served in the residual distributions. Figures adapted from (Menzer 2025)

Detailed analysis of the simulation results reveals distinct characteristics for the three
prominent plateaus at 2.4 mm, 2.7 mm, and 3.0 mm positions in Figure 8.1a. The plateau
at 2.4 mm exhibits the most pronounced behavior, characterized by the flattest and widest
profile. This enhanced plateau formation results from the alignment of all pixel layers at
this position, where the overlapping electric field contributions from multiple pixels rein-
force each other, creating a particularly stable potential region (see Figure 8.1b). Similarly,
the plateau at 3.0 mm demonstrates significant amplitude due to the combined influence
of the middle and small pixel layers, amplifying the field effect and forming a common,
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well-defined plateau structure.
In contrast, the plateau at 2.7 mm appears less pronounced and more difficult to distin-
guish, as it originates primarily from the contribution of only the small pixel layer without
substantial reinforcement from other detector layers. This layered contribution pattern
directly correlates with the corresponding oscillation amplitudes observed in the resid-
ual distributions: flatter and wider plateaus generate steeper residual gradients and more
prominent oscillations, while narrower plateaus like the one at 2.7 mm produce only slight
oscillatory effects. This plateau structure fundamentally reflects the underlying multi-layer
detector architecture, with the most significant effects occurring at positions where mul-
tiple detector layers are spatially aligned. This insight explains why the five-layer PAD5
detector exhibits higher amplitude oscillations compared to the three-layer PADH system,
as the increased number of contributing layers enhances the cumulative field effects and
plateau formation. The results of the simulation correspond to actual measurements as it
gives an insight into the different amplitudes of the substructures. The next step would
be to scale up the simulation to study the actual detector geometry and characterize this
behavior further so that it can be corrected exactly to potentially achieve better resolutions.
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