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Zusammenfassung

Bis heute konnte aus experimentellen Befunden kein Widerspruch zum Standardmodell der
Teilchenphysik abgeleitet werden. Es gibt jedoch einige Hinweise für die Existenz einer
fundamentaleren zugrundeliegenden Theorie bei höheren Energieskalen. Am Large Hadron
Collider kann das mögliche Auftreten von neuer Physik in Proton-Proton Kollisionen bei
zuvor unerreichten Schwerpunktsenergien von derzeit 13 TeV erforscht werden. Einige der
vielversprechendsten Erweiterungen des Standardmodells sind supersymmetrische Mod-
elle, die ein gänzlich neues Spektrum von Teilchen vorhersagen. Diese werden durch
eine Symmetrie von Fermionen und Bosonen mit den Teilchen des Standardmodells in
Verbindung gebracht.

In dieser Dissertation werden zwei Ansätze für die Suche nach dem supersymmetrischen
Partnerteilchen des τ -Leptons im Standardmodell (Stau oder τ̃) mit 139 fb−1 an Daten
vorgestellt, die durch den ATLAS-Detektor am LHC aufgezeichnet wurden. Die se-
lektierten Kollisionsereignisse beinhalten zwei hadronisch zerfallende τ -Leptonen, sowie
fehlenden transversalen Impuls. Der erste Ansatz besteht in einer Analyse, die auf Schnit-
ten auf kinematische Variablen basiert. Im Zuge dieser Analyse konnten – in Abwesen-
heit eines signifikanten Überschusses in den Daten – Staumassen zwischen 120 GeV und
390 GeV mit einem beinahe masselosen leichtesten supersymmetrischen Teilchen (LSP)
bei 95% Konfidenzniveau ausgeschlossen werden. Des Weiteren war es möglich, die
Paarproduktion des supersymmetrischen Partners des linkshändigen τ -Leptons (τ̃L) geson-
dert im Staumassen-Bereich von 155 GeV bis 310 GeV auf einem Konfidenzniveau von
95% auszuschließen. Für den supersymmetrischen Partner des rechtshändigen τ -Leptons
(τ̃R) konnte keine Sensitivität erreicht werden, die einen Ausschluss von Staumassen un-
abhängig von der Paarproduktion von τ̃L-Teilchen ermöglicht hätte.

Die zweite Suche hat zum Ziel, die Sensitivität der ersten Analyse zu verbessern, in-
dem Boosted Decision Trees und ein Multi-Bin-Fit verwendet werden. Die erwartete
Ausschluss-Sensitivität für Staumassen reicht von 80 GeV bis 430 GeV für die kombinierte
τ̃L- und τ̃R-Paarproduktion. Für die gesonderte Produktion von τ̃L-Paaren wird ein
Ausschluss von Staumassen zwischen 100 GeV und 350 GeV erwartet. Weiterhin konnte
auch für eine Spanne von Staumassen zwischen 120 GeV und 230 GeV für gesonderte τ̃R-
Produktion eine erwartete Sensitivität erreicht werden, die einen Ausschluss dieser Massen
ermöglichen kann.

vii





Abstract

The Standard Model of particle physics has so far not been contradicted by evidence from
experiments. There are, however, several indications that a more fundamental underlying
theory is necessary at higher energy scales. At the Large Hadron Collider the possible
presence of new physics can be probed in proton-proton collisions at an unprecedented
center-of-mass energy of 13 TeV. Some of the most promising extensions to the Standard
Model are suggested by supersymmetric models, which predict an entirely new particle
spectrum connected to the Standard Model particle content via a fermion-boson symme-
try.

In this thesis, two approaches for the search for the supersymmetric partner particle to the
Standard Model τ -lepton (stau or τ̃) with 139 fb−1 of data taken by the ATLAS detector
at the LHC are presented. The considered collision events should contain two hadronically
decaying τ -leptons and missing transverse momentum. The first approach is an analysis
based on cuts on kinematic variables, which – in the absence of a supersymmetric signal
in data – could exclude stau masses between 120 GeV and 390 GeV at 95% CL for a
nearly massless lightest supersymmetric particle (LSP). It was also possible to exclude
pair production of the supersymmetric partner of the left-handed τ -lepton (τ̃L) for stau
masses between 155 GeV and 310 GeV at 95% CL. For the supersymmetric partner of the
right-handed τ -lepton it was not possible to reach exclusion sensitivity separately from τ̃L
production.

The second search aims to improve the sensitivity of the first iteration of the analysis by
using boosted decision trees and a shape fit. The expected exclusion sensitivity ranges from
stau masses of 80 GeV to 430 GeV for the combined scenarios of τ̃L and τ̃R production.
For the separate τ̃L pair production, the expected exclusion range covers stau masses
from 100 GeV to 350 GeV. Furthermore, for a range of stau masses between 120 GeV and
230 GeV exclusion sensitivity could also be achieved for separate τ̃R pair production.
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It is an old maxime of mine that when you have excluded the
impossible, whatever remains, however improbable, must be the truth.

– Sherlock Holmes
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1. Introduction

Centuries of experimental and theoretical research have shaped our understanding of the
world around us. Quantitative models have been used to describe the known phenomena
and predict new ones. Over time, models have been developed, refined, discarded and
replaced by new ones, according to the experimental evidence. One of the most successful
physical models is the current Standard Model of particle physics. Experimental tests have
shown that its predictions are accurate to a very high precision. Nevertheless, there are
strong indications for the presence of phenomena that the Standard Model in its current
form cannot explain. From the experimental side, e.g. gravitational effects additionally
to those that can be associated to “Standard Model-like” matter have been observed in
the universe. There are also theoretical arguments as to why the current Standard Model
cannot be the end of the story, for instance the hierarchy problem.

Theoretical particle physics provides numerous solutions to some of the shortcomings of
the Standard Model. One of the most promising class of models are supersymmetric
models, predicting the existence of a partner particle for each Standard Model particle,
which differs in its spin by 1

2 . There are several ways to verify or falsify the existence of
Supersymmetry in nature. One of them is to search for the additional particles it predicts
in highly energetic collisions of protons, as they are done at the LHC at CERN.

This thesis presents two approaches to the search for the supersymmetric partner particle
of the Standard Model τ -lepton (“stau”) using the data collected by the ATLAS detector in
2015-2018 at the LHC. In both analyses the direct pair production of staus is considered to
occur with a subsequent decay into one Standard Model τ -lepton and a lightest neutralino
each. The lightest neutralino is assumed to be the lightest supersymmetric particle and
since R-parity conservation is assumed, it is stable. Furthermore, the event selection for
these searches focuses on the hadronic decay modes of the τ -leptons and an imbalance in
the reconstructed transverse momenta, which is caused by the neutralinos escaping direct
measurement in the detector.

Chapter 2 gives an overview of the theoretical foundations of the Standard Model, Super-
symmetry and particularly the considered model for the stau search. The experimental
setup of the LHC and the ATLAS detector are described in chapter 3, before going into
some detail on the data that was used in the analyses, as well as the simulations and the
reconstruction of physical objects based on detector signatures in chapter 4. After out-
lining the basic analysis strategies and some other general aspects of the search for stau
pair production in chapter 5, the two searches for stau pair production are described in
chapter 6 and chapter 7, respectively.

Throughout this thesis natural units (~ = c = 1) will be used.

1





2. Theoretical Foundations

2.1. Standard Model of Particle Physics

The Standard Model of particle physics is a framework of quantum field theories, de-
scribing all known elementary particles and their interactions. The series of discoveries of
elementary particles stated in 1897, when the electron was experimentally confirmed by
J.J. Thomson and his colleagues in experiments with cathode rays. The last elementary
particle to be incorporated into the Standard Model was the Higgs boson which was found
in 2012 at the LHC in proton-proton collisions. Since then no additional elementary par-
ticles have been discovered although it is known that the Standard Model in its current
form cannot explain all the observed phenomena, e.g. in Astrophysics.

2.1.1. Free Spin 0, Spin 1
2

and Spin 1 Particles

In classical mechanics each particle with momentum ~p, energy E and mass m inside a
potential V has to obey the classical energy and momentum relation:

~p

2m
+ V = E. (2.1)

In a step that is known as “first quantization” the momentum and the energy of the
particle can be replaced by the operators of the space and time derivatives acting on a
wave function Ψ:

~p→ −i∇ (2.2)

E → i
∂

∂t
. (2.3)

This replacement results directly in the Schrödinger equation:

− 1

2m
∇2Ψ + VΨ = i

∂Ψ

∂t
. (2.4)

However, the Schrödinger equation describes particles in non-relativistic quantum mechan-
ics. If the description should also hold for relativistic particles, the relativistic energy-
momentum relation must be obeyed (c = ~ = 1, this time considering a free particle, so
V = 0):

E2 − ~p2 = m2, (2.5)

3



4 CHAPTER 2. THEORETICAL FOUNDATIONS

or equivalently using the Einstein summation convention:

pµpµ −m2 = 0. (2.6)

Again replacing the four-momentum pµ by

pµ → i∂µ, (2.7)

the equation for a freely propagating spin 0 particle is obtained, the Klein-Gordon equa-
tion:

[(
∂

∂t

)2

− ~∇2 +m2

]
ψ(~x) = 0. (2.8)

Historically, the Klein-Gordon equation lead to an interpretation issue as it allows for
negative values of |ψ(x)|2, which was understood as the probability density and thus had
to be positive definite. To circumvent this issue, Paul Dirac thought of an equation which
is first order in the time derivative instead, and which also obeys the relativistic energy-
momentum relation:

Eψ = (αm+ ~β~p)ψ, (2.9)

where α and ~β are constants which are constrained by the relativistic energy-momentum
relation. A set of matrices that satisfy these constraints are the γ matrices:

α = γ0 =

(
I 0
0 −I

)
(2.10)

αβi = γi =

(
0 σi
−σi 0

)
. (2.11)

Here, I denotes the 2 × 2 unit matrix and σi (i = 1, 2, 3) the three Pauli matrices. Once
again substituting pµ = (E, ~p) with i∂µ the Dirac equation reads:

(iγµ∂µ −m)ψ = 0, (2.12)

where ψ is now called a Dirac spinor and has four components. There are four solutions
to this equation which are identified as spin 1

2 fermions (pµ = (E, ~p)) and anti-fermions
(pµ = (−E,−~p)) with different spin orientations.

Finally, in relativistic quantum mechanics, a spin 1 field Aν is characterized by the Proca
equation:

∂µF
µν +m2Aν = 0, (2.13)

where Fµν := ∂µAν−∂νAµ is the field strength tensor. The Standard Model in its current
form only includes fundamental particles with spin 1

2 (fermions), spin 1 (vector bosons)
and spin 0 (the Higgs boson).
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According to the kinds of interactions the fermions are subject to they can be further
classified as quarks (interacting via the electroweak and strong force) and leptons (only
interacting electroweakly). Quarks as well as leptons appear in three generations. The
second and the third generation can be understood as a “copy” of the first one, which only
differ by their larger particle masses (and consequently their lifetime) but not in any other
property. An overview of the fundamental fermionic particles in the Standard Model is
given in Tab.2.1.

Generation Quarks Mass [GeV] Leptons Mass [GeV]

1
up quark 3 · 10−3 electron neutrino < 10−9

down quark 5 · 10−3 electron 5 · 10−4

2
charm quark 1.3 muon neutrino < 10−9

strange quark 0.1 muon 0.106

3
top quark 173 τ -neutrino < 10−9

bottom quark 4.5 τ -lepton 1.78

Table 2.1.: List of fundamental fermionic particles in the Standard Model with their re-
spective (experimentally found) masses. [1]

The vector bosons arise in the course of establishing the interactions between particles by
requiring local gauge invariance, which will be discussed in the following [2, 3].

2.1.2. Introducing Interactions: Gauge Theories

Considering the already introduced equation of motion for a free relativistic spin 1
2 particle,

it is evident that applying an arbitrary rotation by a constant angle θ to the Dirac spinor
as

ψ(x)→ ψ′(x) = eiqθψ(x) (2.14)

does not change the form of the equation. This is referred to as global gauge invariance.
However, if the rotation angle is assumed to depend on the coordinates in space time,
i.e. θ → θ(x), the Dirac equation’s form is not preserved anymore, as terms dependent on
∂µθ(x) arise which do not cancel out. To restore the invariance of the equation under what
is called local gauge transformations, a new field has to be introduced which compensates
for the non-vanishing terms. The gauge field also obeys a transformation rule such that
the equations of motion for the particle, the new field and the interaction of both are
invariant under local gauge transformations. The principle of local gauge invariance is
used to introduce the electromagnetic, the electroweak and the strong gauge fields and
therefore builds the foundations of the Standard Model of particle physics.

Quantum Electrodynamics

Quantum Electrodynamics was the first quantum field theory to be developed. Many peo-
ple were involved in this process, among them R. Feynman, S. Tomonaga and J. Schwinger
who were awarded with the Nobel Prize in 1965 for their efforts [4–8].

Continuing the discussion above, the Dirac equation preserves its form if the derivative ∂µ
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is replaced by a so-called covariant derivative:

∂µ → Dµ = ∂µ + iqAµ(x), (2.15)

where a field Aµ has been introduced, which can be identified as the electromagnetic field.
Under a local U(1) rotation by θ(x), Aµ transforms as

Aµ(x)→ A′µ(x) = Aµ(x)− ∂µθ(x). (2.16)

The total local gauge invariant Lagrangian now consists of three parts: The free prop-
agation of the fermion with electric charge q and mass m, the interaction term of this
fermion with the field Aµ and the free Aµ term. After writing out the covariant derivative
it reads

LQED = [iψ̄γµ∂µψ −mψ̄ψ]︸ ︷︷ ︸
free fermion

− (qψ̄γµψ)Aµ︸ ︷︷ ︸
interaction term

−Lfree field. (2.17)

Aµ is a spin 1 field and thus the Proca Lagrangian for its free part is

Lfree field = − 1

16π
FµνFµν +

1

8π
M2AµA

µ, (2.18)

with the field strength tensor Fµν = (∂µAν − ∂νAµ). In order for this part of the total
Lagrangian to be invariant under local U(1) transformations too, the mass term has to
vanish, thus resulting in a massless photon [2, 9]:

LQED = [iψ̄γµ∂µψ −mψ̄ψ]︸ ︷︷ ︸
free fermion

− (qψ̄γµψ)Aµ︸ ︷︷ ︸
interaction term

− 1

16π
FµνFµν︸ ︷︷ ︸

free photon

. (2.19)

This Lagrangian can be used to derive the form of the external lines, vertex factors and
propagators in any QED Feynman diagram. Via the Feynman rules matrix elements and
subsequently cross sections and decay widths can be calculated for QED reactions. How-
ever, as soon as higher-order diagrams, e.g. vacuum polarization diagrams containing
fermion loops, are considered, divergences may appear in the matrix element calculation.
For a long time this was a strong reason to doubt the validity of quantum field theories in
general. However, today, these divergences are dealt with by means of regularization and
renormalization. It has to be stated that only a very small fraction of theories is renor-
malizable at all – QED is one of them (as well as the spontaneously broken electroweak
theory and QCD, which will be discussed in the following sections). First, the regular-
ization step is performed, which replaces all infinities in the integration boundaries with
some cut-off values, such that the integration itself can be performed in a meaningful way.
Later on, these cut-offs can be taken to infinity again. Another possibility is the so-called
dimensional regularization, where the integral is performed in 4 − 2ε dimensions and ε
is taken to 0 afterwards. Next, in the renormalization step the bare coupling constants
and masses, which are inaccessible to measurements, are assumed to be divergent and
cancel against the divergences arising from the Feynman diagrams, thus delivering finite
results again. This redefinition of coupling constants, i.e. the electron charge, leads to a
dependence on momentum transfer, which is known as “running couplings” and described
by the Renormalization Group Equations (RGE) [10–12].
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Weak Interactions

The first attempt for describing weak interactions was already made in 1934, when E. Fermi
introduced a theory of point-like interactions involving four fermions with a universal cou-
pling constant GF [13]. Two decades later in 1957 it was suggested that weak interactions
violate parity, which was also proven by experiment [14]. Weak interaction thus should
work as a vector-like interaction which only affects the components of left-handed chi-
rality of fermions and the right-handed chirality component of anti-fermions. This fact
was implemented into the Fermi theory through the V-A structure of weak interactions.
Furthermore, in systems of neutral K-mesons it was discovered that weak interactions not
only violate parity but also the combined parity and charge symmetries – the so-called
CP -violation. This was added into the theory of weak interactions as a complex phase in
the Cabbibo-Kobayashi-Maskawa matrix (CKM matrix), thereby also introducing three
generations of quarks [15, 16]. The 3× 3 unitary CKM matrix transforms the strong force
eigenstates of down-type quarks (d) into the slightly different weak eigenstates (d′):

d′s′
b′

 = VCKM

ds
b

 . (2.20)

With the V-A structure of weak interactions and the complex phase of the CKM matrix
providing maximal parity violation and CP -violation, respectively, the Fermi theory con-
tinued to be a good description of weak processes for phenomena at low energies. However,
increasing the energy, the validity of the Fermi theory is limited by a unitarity bound. If
a point-like scattering process involving four fermions is considered, the cross section is
given as

σ =
G2
F

π
· s =

G2
F

π
· 4p∗2, (2.21)

with
√
s = 2p∗ being the center-of-mass energy and p∗ the momentum of one of the

involved particles in the center-of-mass frame. In quantum mechanics, the cross section
of inelastic scattering processes is derived by a partial wave expansion:

σ =
π

p∗2

∞∑
l=0

(2l + 1)(1− |ηl|2), (2.22)

where |ηl| is the amplitude of the lth wave in the expansion, for which 0 ≤ |ηl| ≤ 1 holds
(unitarity). Because in the Fermi theory interactions are point-like, only the s-wave has
to be considered (l = 0). This leads to the following constraint for the scattering cross
section:

σ ≤ π

p∗2

∞∑
l=0

(2l + 1) (2.23)

⇒ σ ≤ π

p∗2
. (2.24)

A comparison to the cross section of the Fermi interaction results in a boundary for the
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center-of-mass energy and the particle momenta:

G2
F

π
· 4p∗2 ≤ π

p∗2
(2.25)

p∗ ≤
√

π

2GF
∼ 370 GeV, (2.26)

with GF = 1.166 · 10−5 GeV−2. As a consequence, the Fermi theory has to be replaced by
a new model for weak interactions at energies & 370 GeV, which should preferentially be
– in contrast to the Fermi theory – a renormalizable gauge theory [2, 3, 17].

Electroweak Interactions

The theory of electroweak interactions was developed in the 1950s and 1960s with the
efforts of S. Glashow [18], A. Salam [19] and S. Weinberg [20], who were awarded with the
Nobel Prize in 1979.

Weak interactions can transform e.g. left-handed electrons into left-handed neutrinos and
left-handed u-quarks into left-handed d′-quarks as if they were two states of the same
particle. All of them carry weak isospin I = 1

2 and thus form weak isospin doublets

L =

(
νL
eL

)
,

(
uL
d′L.

)
(2.27)

Right-handed fermions have weak isospin I = 0 and are singlets under the weak interac-
tion:

(
e
)
R
,
(
u
)
R
,
(
d′
)
R
. (2.28)

This means that weak interactions can be understood as rotations in isospin space which
only affect the left-handed doublets:(

νL
eL

)′
= U

(
νL
eL

)
(2.29)(

νL
eL

)′
= e

i
2
~α~τ

(
νL
eL

)
, (2.30)

where ~α denotes the rotation angles with respect to the three weak isospin axes and ~τ is
a column vector containing the three Pauli matrices. The symmetry we thus need local
gauge invariance for is that of SU(2). In order to take into account parity violation, one
can introduce an additional chirality operator PL = 1

2(1− γ5) to those rotations, ensuring
that only left-handed fermions participate in the interaction. Therefore, the symmetry
group is called SU(2)L.

However, it turns out that two separate gauge theories for weak and electromagnetic
interactions like SU(2)L ⊗ U(1)QED cannot be formulated as the commutation of both
operations leads to inconsistencies, which would require the charges of e.g. the neutrino
and the electron to be the same. This is certainly not the case in the electromagnetic
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force. A new U(1) symmetry has to be created such that the electron and neutrino yield
the same charge. Therefore the weak hypercharge is introduced as

Y = 2(Q− I3). (2.31)

Electrons and neutrinos indeed have identical weak hypercharge. One can now continue to
construct a gauge theory based on the U(1)Y symmetry in the same way it was performed
for QED. The resulting gauge boson is commonly called B-boson. It is electrically neutral
and couples with coupling strength g′ and in dependence on the weak hypercharge. This
also means that the B-boson couples with different strength to left-handed and right-
handed particles.

For gauging the Dirac equation for local SU(2) transformations in the isospin space, the
Dirac spinors have to be supplemented with an isospin part:

ψ =

[
ων

(
1
0

)
+ ωe

(
0
1

)]
ψDirac. (2.32)

In order to compensate rotations of the form of Eqn. 2.30, three gauge fields are needed:

~Wµ(x) =

W 1
µ(x)

W 2
µ(x)

W 3
µ(x)

 , (2.33)

which enter the covariant derivative

∂µ → Dµ = ∂µ +
ig

2
~Wµ(x)~τ , (2.34)

with g being the coupling constant. The ~Wµ(x) fields obey the following transformation
rule:

~Wµ(x)→ ~W ′µ(x) = ~Wµ(x) +
1

g
∂µ~α(x)− ~Wµ(x)× ~α(x). (2.35)

Here it has to be noted that the cross product of the ~Wµ fields with the vector of rotation
angles ~α will give rise to self-coupling terms of the W -bosons in the Lagrangian. The
electroweak Lagrangian then reads so far:

LSU(2)L⊗U(1)Y = L̄iγµ∂µL+ ēRiγ
µ∂µeR︸ ︷︷ ︸

free fermion part

(2.36)

−L̄
(

1

2
g′YLγ

µBµ

)
L− ēR

(
1

2
g′YRγ

µBµ

)
eR︸ ︷︷ ︸

fermion interaction with Bµ

(2.37)

−L̄
(

1

2
gγµ~τ ~Wµ

)
L︸ ︷︷ ︸

fermion interaction with ~Wµ

−1

4
BµνB

µν︸ ︷︷ ︸
free Bµ

−1

4
~Wµν

~Wµν︸ ︷︷ ︸
free ~Wµ

, (2.38)

where Bµν is defined in analogy to Fµν in QED and ~Wµν is given as

~Wµν = ∂µ ~Wν − ∂ν ~Wµ − g ~Wµ × ~Wν , (2.39)
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of which the last term includes self-coupling diagrams of the ~Wµ-fields.

Two of the W -bosons can be identified as the charged currents W±:

W±µ =
1√
2

(W 1
µ ∓ iW 2

µ). (2.40)

However, the short interaction range of the weak force and experimental data show that the
W -bosons have to carry mass which has been neglected so far in this discussion. Further-
more, the B- and W 3

µ -bosons have not yet been set into relation with the experimentally
found photon and Z0-boson. The solution for these issues comes with the introduction of
the Higgs mechanism [2, 9, 12].

Higgs Mechanism

What is known today as the Higgs mechanism was originally developed by several scientists
in parallel: F. Englert and R. Brout [21], P. Higgs [22] and G. Guralnik, C. Hagen and T.
Kibble [23]. The discovery of the massive boson it predicted at the ATLAS [24] and CMS
experiments [25] LHC in 2012 lead to a Nobel Prize in 2013.

Consider a complex scalar field Φ(x) = 1√
2

(
φ1(x) + iφ2(x)

)
(with real φ1 and φ2) and a

potential V (Φ) which is invariant under rotations in the plane spanned by φ1 and φ2:

V (Φ) = −µ2|Φ|2 + λ2|Φ|4. (2.41)

While the potential itself is invariant under U(1) transformations the ground state |Φ0| =
v√
2

= µ√
2λ

is not – a principle which is known as spontaneous symmetry breaking. The

Lagrangian for this system then reads:

L = (∂µΦ)(∂µΦ)∗ − V (Φ). (2.42)

Φ(x) can be parameterized by small oscillations around the ground state:

Φ(x) =
1√
2

(
v + η(x) + iζ(x)

)
, (2.43)

where η(x) represents oscillations in radial direction and ζ(x) in azimuthal direction.
Entering this representation of Φ into the potential, the Lagrangian yields:

L =

(
1

2

(
∂µη(x)

)(
∂µη(x)

)
− µ2η2

)
+

(
1

2

(
∂µζ(x)

)(
∂µζ(x)

))
+ higher orders in η and ζ.

(2.44)
This can be interpreted as the Lagrangians for a massive scalar boson η(x) with m =

√
2µ

and a massless (Nambu-Goldstone1) boson ζ(x).

The same scheme can be applied to the electroweak theory to give a theoretical foundation
for the vector boson masses. For that purpose, the simplest way is to introduce the field
Φ as an isospin doublet with four scalar fields:

Φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
, (2.45)

1According to the Goldstone theorem, a massless scalar particle arises if a continuous symmetry is spon-
taneously broken [26–28]. This particle is referred to as Nambu-Goldstone boson.
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with weak isospin I = 1
2 and weak hypercharge Y = 1. The important parts in the

Lagrangian are now the inserted potential V (Φ†Φ), which is defined in analogy to Eqn.
2.41, and the kinetic part (DµΦ)†(DµΦ) with the covariant derivative of SU(2)L⊗U(1)Y :

Dµ = ∂µ +
1

2
ig′Y Bµ(x) +

1

2
ig~τ ~Wµ(x). (2.46)

The ground state of V (Φ†Φ) can be chosen as

Φ0 =

(
φ+

0

φ0
0

)
=

1√
2

(
0
v

)
, (2.47)

with a real constant parameter v. Again, Φ(x) can be written as an expansion around
the ground state. Inserting this expansion into the potential and kinetic terms of the
Lagrangian and identifying the photon and Z-boson as

Aµ(x) = Bµ(x) cos θW +W 3
µ(x) sin θW (2.48)

Zµ(x) = −Bµ(x) sin θW +W 3
µ(x) cos θW , (2.49)

respectively, with the Weinberg angle θW , the Lagrangian takes the following form:

LHiggs =
1

2
(∂µη)(∂µη)− µ2η2︸ ︷︷ ︸

free massive Higgs boson

+
1

2

g2v2

4 cos2(θW )
|Zµ|2︸ ︷︷ ︸

Z-boson mass term

+
1

2

g2v2

4

(
|W+

µ |2 + |W−µ |2)︸ ︷︷ ︸
W -boson mass term

(2.50)

+ Higgs self coupling terms + Interaction terms of Higgs, Wµ and Zµ. (2.51)

Here, three of the initially four new degrees of freedom have been absorbed by the elec-
troweak gauge fields through exploiting gauge invariance, thereby giving them mass and
a third polarization state. The fourth degree of freedom gives rise to a massive scalar –
the so-called Higgs boson. From Eqn. 2.50, the masses of the W±-, Z0- and Higgs boson
masses can be written as [2, 9, 12]:

mW =
gv

2
(2.52)

mZ =
gv

2 cos θW
=

mW

cos θW
(2.53)

mH =
√

2µ (2.54)

In addition to giving an explanation for the origin of the vector boson masses in the
electroweak sector, the Higgs field is also the cause for the fermion masses in the Standard
Model by what is known as Yukawa coupling.

Considering the Dirac equation for an electron and applying the chirality operator PR, it
can be observed that the left-handed chirality component is related to the right-handed
component:

PR(iγµ∂µ −m)ψe = 0 (2.55)

iγµ∂µ
1

2
(1− γ5)ψe︸ ︷︷ ︸
PLψe ≡ eL

−m 1

2
(1 + γ5)ψe︸ ︷︷ ︸
PRψe ≡ eR

= 0 (2.56)

iγµ∂µeL = m · eR (2.57)
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The mass term for the electron should have a form similar to the expression in Eqn. 2.52.
Taking into account SU(2)L symmetry as well, this can also be written in terms of isospin
doublets and the coupling constant g̃e to the Higgs field:

iγµ∂µ

(
νe
e

)
L

=
g̃e√

2

(
0
v

)
eR, (2.58)

where the ground state of the Higgs field Φ(x) has been used. The neutrino mass is
then 0 (which was falsified by the discovery of neutrino oscillations [29, 30]) and the
electron’s mass is proportional to the coupling constant g̃e. Such coupling constants have
to be introduced for every massive fermion in the Standard Model as free parameters to
the theory. Using the shorthand of L for the isospin doublet and R for the singlet, the
corresponding addition to the Standard Model Lagrangian is the following term

LYukawa = −g̃f
(
R̄(Φ†L) + (L̄Φ)R

)
, (2.59)

for each fermion with mass
g̃fv√

2
[2, 17].

Quantum Chromodynamics

The theory of strong interactions is a gauge theory that is based on the invariance under
local SU(3) transformations. Quarks carry charge with respect to strong interaction,
which can appear in three different colours (red, green and blue) or anti-colours (anti-red,
anti-green and anti-blue) for anti-quarks. To represent this, the Dirac spinors for quarks
are complemented by a colour vector:

Ψ = ψ(x)︸︷︷︸
Dirac spinor

· χcolour︸ ︷︷ ︸
colour vector

(2.60)

χcolour = αχR + βχG + γχB (2.61)

χR =

1
0
0

 , χG =

0
1
0

 , χB =

0
0
1

 . (2.62)

Consider a SU(3) local gauge transformation

Ψ(x)→ Ψ′(x) = e−~α(x)
~λ
2 Ψ(x) (2.63)

with ~λ being the 8 SU(3) generators, which can be represented by the Gell-Mann matrices.
To compensate for this transformation eight gauge fields have to be introduced, namely
the gluon fields ~Gµ = (G1

µ, ..., G
8
µ), in the covariant derivative:

∂µ → Dµ = ∂µ +
1

2
igs~λ~Gµ(x), (2.64)

with the strong coupling constant gs. The gluon gauge fields transform as

~Gµ(x)→ ~G′µ(x) = ~Gµ(x) +
1

gs
∂µ~α(x)− ~Gµ(x)× ~α(x). (2.65)

In analogy to the electroweak interaction theory, the field strength tensor for the gluon
fields is defined as the following:

~Gµν = ∂ν ~Gµ − ∂µ ~Gν − gs ~Gµ × ~Gν , (2.66)



2.1. STANDARD MODEL OF PARTICLE PHYSICS 13

where the last term gives rise to gluon self coupling diagrams. The QCD Lagrangian thus
takes the following form:

L = Ψ̄
(
iγµD

µ −m
)
Ψ︸ ︷︷ ︸

free quark and quark-gluon interaction

− 1

4
~Gµν ~G

µν︸ ︷︷ ︸
free gluons

(2.67)

In contrast to weak interactions, the gauge bosons of strong interactions remain massless.
Furthermore, QCD shows some peculiarities in the behaviour of its coupling constant
depending on the transferred momentum Q:

αs(Q
2) =

g2
s

4π
=

12π

(33− 2Nf ) ln

(
Q2

Λ2

)(1 + ...), (2.68)

with Nf the number of quark flavours, that can kinematically participate, and a free
parameter Λ serving as a cut-off scale, below which the perturbative evolution of QCD
breaks down. This dependence of the coupling constant on the transferred momentum is
not that surprising as it arises from vacuum polarization diagrams, for which the emerging
infinities are absorbed in renormalized effective charges and couplings, similar to what was
discussed in the section for QED. However, looking at gs for very high and low momentum
transfers, one can observe the following:

αs(Q
2)

Q2→∞−−−−→ 0 (2.69)

αs(Q
2)

Q2→Λ2

−−−−−→∞. (2.70)

Eqn 2.69 is usually interpreted as quarks behaving similarly to free particles at very high
energies (asymptotic freedom). In contrast, Eqn. 2.70 hints that the perturbative nature of
QCD is not valid anymore at small energy scales and that all strongly interacting particles
are bound in colour neutral systems (hadrons), which is referred to as confinement [2, 9,
10, 17].
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2.2. Shortcomings of the Standard Model of Particle Physics

The Standard Model of particle physics is so far the best available description of sub-
nucleonic processes. However, it has some intrinsic shortcomings, e.g. there is no motiva-
tion for the hierarchy of particle masses as well as there is no explanation for why there
should be exactly three generations of quarks and leptons. Furthermore, to date it was not
possible to unify the SU(2)L⊗U(1)Y theory of electroweak interactions with the SU(3)C
gauge theory of strong interaction. Gravity has not been incorporated into the theory in
any way so far. There are also many observations in astrophysics and cosmology for which
the Standard Model of particle physics currently does not deliver any explanation. Because
of these reasons, an extension or modification of the Standard Model will be necessary.
The common belief is that this new theory will come into play at some higher energies with
the current Standard Model being a low-energy approximation of this more fundamental
theory. Some of the candidates for such a theory rely on Supersymmetry, which will be
discussed in the next chapter after first highlighting a few of the major shortcomings of
the Standard Model, for which there are solutions in supersymmetric models.

2.2.1. Unification of Interactions

In the Standard Model, the different interactions are simply pieced together into one
framework. In the light of the running of coupling constants, however, this is probably not
the most fundamental description. For high energies the renormalization group equations
predict that the values of the coupling constants start to converge. The solution of the
renormalization group equations is given as

1

α̃i(Q2)
=

1

α̃i(µ2)
− bi ln

Q2

µ2
, (2.71)

with the index i = 1, 2, 3 standing for electromagnetic interaction (1), weak interaction
(2) and strong interaction (3), respectively. µ2 is one particular value in the Q2 range, at
which the couplings have been measured. The coupling constants α̃i are defined as

α̃i =
αi
4π

=
g2
i

(4π)2
. (2.72)

The important factors are the coefficients bi, which for the Standard Model are given as

bi =

b1b2
b3

 =

 0
−22/3
−11

+Ngenerations

4/3
4/3
4/3

+NHiggs

1/10
1/6
0

 , (2.73)

with Ngenerations the number of quark and lepton generations (3) and NHiggs the number
of Higgs doublets in the Standard Model (1). The problem is, with the ingredients of the
Standard Model the couplings come very close together at high Q2 but miss each other,
as can be observed in the left plot of Fig. 2.1. There are, however, theories which predict
a common intersection point of all the coupling constants. In a minimal supersymmetric
model as outlined in Sec. 2.3.3 the coefficients bi are different:

bi =

b1b2
b3

 =

 0
−6
−9

+Ngenerations

2
2
2

+NHiggs

3/10
1/2
0

 , (2.74)
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Figure 2.1.: These plots depict the running of coupling constants for the Standard Model
(left) and the minimal supersymmetric extension of the Standard Model
(right). The left plot is based on measurements of αi at Q = MZ . For the
right plot this has been extrapolated to Q = MSUSY, where MSUSY has been
varied in a fit. SUSY particles only contribute above MSUSY which causes the
change in the slope of the couplings in the right plot. [31, 32].

with the number of quark and lepton generations again being 3 and 2 Higgs isospin dou-
blets. With this set of parameters, the coupling constants now merge in a single value
at an energy scale of MGUT = 1015 to 1016 GeV, which makes a unified description of
all interactions possible. This is shown in the right plot of Fig. 2.1. The minimal “grand
unified theory” (GUT) is a SU(5) gauge group, but there are also other candidates as e.g.
SO(10) [2, 10, 31, 32].

Another obvious deficit of the Standard Model is the complete neglect of the gravita-
tional force, as it is much weaker compared to the other known interactions and thus only
comes into play at extremely high energy scales, i.e. the Planck scale (1019 GeV). The
attempts to create a quantum field theory for gravity have had one major fault so far: It
is non-renormalizable. Furthermore, the Coleman-Mandula theorem forbids a non-trivial
unification of the Lorentz group with a compact internal symmetry group. The unifica-
tion with the other forces in the Standard Model is therefore not possible. Supersymmetry
could also be the key to solve this puzzle: It will be seen in Sec. 2.3.2 that Supersymmetry
provides exactly such a link between the Lorentz group and internal symmetries. Further-
more, if Supersymmetry is taken as a local gauge symmetry, it also becomes a theory of
gravity – so-called supergravity [2, 10].

2.2.2. Hierarchy Problem

The hierarchy problem is a challenge that is not so much faced by the Standard Model itself
but rather by the expectation that there has to be some new physics at higher mass scales,
like the GUT scale (1015 GeV) and ultimately also Planck scale (1019 GeV). Consider an
SU(5) GUT model as an example, which has two Higgs bosons with masses MH somewhere
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Figure 2.2.: Depicted here are the quantum loop corrections to the parameter µ2 caused by
a Dirac fermion (a) and a scalar boson (b). Because they enter with different
signs, their effects on the Higgs mass cancel. [33]

at the electroweak scale of 102 GeV and MX located at the GUT scale: The difference
between those two mass scales will be disturbed by the loop corrections that will add
to the lighter Higgs mass and thus decrease the energy gap. In principle, such one-loop
corrections could be reduced by “tuning” the parameters of the Higgs potential, in order
to restore the mass scale hierarchy. Yet, there will be a scale mixing introduced by two-
loop diagrams instead. Ironing out the mass scale mixing by fine-tuning the parameters at
each order of perturbation theory appears, however, not natural. Again, Supersymmetry
provides an “automatic” solution to the hierarchy problem: By introducing fermionic and
bosonic states in the same number, and with fermionic and bosonic loop corrections having
opposite sign, the corrections will cancel out each other without the need for extensive
fine-tuning. An illustration of this mechanism is given in Fig. 2.2 [2, 10, 33].

2.2.3. Dark Matter

There are several cosmological and astrophysical observations proving that our knowledge
only applies to a small fraction of the universe’s content. The particles described by
the Standard Model only account for approximately 5% of the universe’s content, the
remaining fraction is predominantly due to dark energy (69%) and dark matter (26%).
While the nature of dark energy is far from being understood, there are experimental
indications and theories that give at least a hint to what dark matter could be composed
of. Dark matter is known to interact via the gravitational force, which is also the way it
manifests itself in astrophysical measurements and observations. Most galaxies’ rotational
behaviour, for example, cannot be solely explained by ordinary matter: The angular
velocities especially of the stars at the outskirts of galaxies are far too high and actually
should tear them apart. Similar observations have been made for entire galaxies in galaxy
clusters. Another example would be the observation of gravitational lensing in the absence
of any sufficient amounts of luminous matter. All of this indicates that there is another
source of gravity, a kind of matter that does not interact electromagnetically and that
telescopes therefore cannot detect - so-called dark matter. It would, however, be possible
that dark matter particles interact via the weak force. In the case of “cold” dark matter,
these particles are also expected to have considerable mass & 30 keV. A general term
for a hypothetical particle like this is “weakly interacting massive particle” or for short
WIMP.

Early in the universe in a regime of very high temperatures and densities, these WIMPs
would exist in thermal equilibrium with ordinary matter. The expansion and cooling of
the universe, however, would lead to a thermal freeze-out of the dark matter particles, i.e.
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no new WIMPs could be produced. Annihilation processes of the WIMPs also decreased
due to further cosmic expansion and the lowering of the particle density that came with
it. Considering the WIMP scenario, in order to obtain the dark matter density inferred
from experiment, the effective annihilation cross section times the relative speed of the
WIMPs should be

〈σv〉 ∼ 1 pb ∼ α2

(150 GeV)2
, (2.75)

which is roughly consistent with the weak mass scale, with α being the weak coupling
constant.

There are several possibilities for the theoretical origin of the WIMPs, some of them are
supersymmetric. As dark matter particles should be stable, the lightest supersymmetric
particle would be an obvious candidate for a WIMP, given an R-parity conserving Super-
symmetry scenario (cf. Sec. 2.3.4) and a neutral lightest supersymmetric particle, e.g. the
lightest neutralino. The lightest neutralino arises through mixing of the neutral Higgsi-
nos, winos and binos. If the lightest neutralino is indeed the particle that dark matter is
mainly composed of, conclusions can be drawn concerning the mixing. If the mixing is
dominated by the Higgsinos or winos (i.e. the neutralino is Higgsino- or wino-like) and has
a mass below 1 TeV, the annihilation and co-annihilation mechanisms via a sfermion are
expected to be much too efficient to match the observed dark matter density. Although
the annihilation cross section for bino-like neutralinos would probably be too small, there
are some scenarios that would reconcile this fact with observed the dark matter density
[33, 34].
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2.3. Supersymmetry

2.3.1. Original Motivation for Supersymmetry

In 1967, Coleman and Mandula published a paper, in which they derived that it was
impossible to combine internal and space-time symmetries in a non-trivial way (“no-go
theorem”) [35]. However, during the very same year, Hironari Miyazawa also made a
publication on a new symmetry, in which baryons and mesons are forming a supermultiplet
– the first mentioning of a supersymmetric group [36], with which exactly was achieved
what Coleman and Mandula forbid: A combination of internal and non-compact space-
time groups. In the 1970s, quite some progress was made in the field of supersymmetric
theories, however, its value was for a long time considered as a purely mathematical one.
When attempts were made to get rid of the inconsistencies of GUT theories, it was realized
that Supersymmetry could be the key. Another advantage of Supersymmetry is that it
yields theories which are finite to all orders of perturbation theory, and thus without the
need of renormalization [10].

2.3.2. Supersymmetric Algebra

Supersymmetry relates bosonic (|B〉) to fermionic states (|F 〉) and vice versa. To achieve
this, a spin 1

2 operator Q is introduced, such that

Q|B〉 = |F 〉. (2.76)

Consider the Hamiltonian H with the bosonic and fermionic operators a and b

H = ωaa
†a+ ωbb

†b, (2.77)

and the operators obeying the (anti-)commutation relations[
a, a†

]
=
{
b, b†

}
= 1. (2.78)

Then, the operator for supersymmetric transformation Q can be defined as

Q ≡ b†a+ a†b, (2.79)

such that Q has the same effect as was sketched qualitatively in Eqn. 2.76. Q relates in
the following way to the Hamiltonian:[

Q,H
]

= (ωa − ωb)Q, (2.80)

i.e. the supersymmetric operator and the Hamiltonian commute if the fermions and bosons
have equal energy (ωa = ωb = ω) and

{
Q,Q†

}
=

2

ω
H (2.81)

holds. An interesting observation is that in this case the energy of the supersymmetric
vacuum must be 0. This is different in broken supersymmetric theories, however, as there
the vacuum will yield positive energy.
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One of the simplest supersymmetric Lagrangians that can be constructed, is the one found
by Gervais and Sakita in 1971, which contains the kinetic terms of a fermionic Weyl-spinor
ψ and a complex scalar field φ forming a supermultiplet:

L = ψ̄a(iγµ∂µ)ψa + ∂µφ
a∂µφa. (2.82)

The Lagrangian is invariant under the supersymmetric transformation

δψa = −iγµ∂µφaε (2.83)

δφa = ε̄ψa, (2.84)

where the ε is an anti-commuting spinor, which parameterizes the transformation. If this
transformation is carried out twice, one finds the following result

δ1(δ2φ
a) = ε̄1γ

µε2(−i∂µ)φa (2.85)

= ε̄1γ
µε2Pµφ

a. (2.86)

Here, −i∂µ has been identified with the energy-momentum operator Pµ. This can be
interpreted as the “square” of the supersymmetric operator generating a Lorentz-boost –
a connection which is often characterized by the following anti-commutation relation:{

Qα, Q
†
β

}
= −2σµαβPµ, (2.87)

where Qα with α = 1, 2 are the left-handed spinor components of the supersymmetric
operator and Q†β are the right-handed components [10, 11, 33].

2.3.3. Minimal Supersymmetric Extension to the Standard Model (MSSM)

In a minimal approach to extend the Standard Model in a supersymmetric way, the known
fermions and bosons have to be arranged into supermultiplets, together with their newly
introduced superpartners. Each supermultiplet contains an equal number of fermionic and
bosonic states. There are several different ways to construct such a supermultiplet. One
of them are the so-called gauge supermultiplets, containing a vector boson, carrying spin 1
and no mass (to keep the theory renormalizable at first, but masses can then be obtained
by spontaneous symmetry breaking). A massless vector boson has two polarization states,
therefore there are two degrees of freedom. The superpartner must match the number
of degrees of freedom and is therefore a massless spin 1

2 Weyl fermion with two helicity
states. If the vector boson is one of the Standard Model gauge bosons (e.g. the gluon) the
fermionic partner particle in the supermultiplet is called a gaugino (e.g. gluino). These
fermions must obey the same transformation rules as their gauge boson superpartners,
irrespective of their chirality state (in contrast to the Standard Model fermions).

If gravity is included, the graviton, a spin 2 boson, would obtain a spin 3
2 partner, the

gravitino.

The Standard Model fermions are placed into chiral supermultiplets. Keeping in mind that
the quarks and leptons in the Standard Model behave differently under the electroweak
gauge transformations, their superpartners, although being spin 0 scalars, inherit this
behaviour. For instance, the left-handed leptons’ superpartners (sleptons) will couple to
the W -boson, while the superpartners of the right-handed leptons won’t, although they
do not have the property of helicity themselves. Hence, the nomenclature “honours” this
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fact by adding an index “L” (“R”) to the superpartners of left-handed (right-handed)
fermions.

The Higgs isospin doublet, as it is a scalar particle itself, should be part of a chiral
supermultiplet as well and have a fermionic partner (Higgsino). It turns out that, in order
to avoid gauge anomalies, one Higgs isospin doublet is not enough. Two such complex
doublets are needed: One Y = 1

2 doublet, Hu = (H+
u , H

0
u), which creates Yukawa couplings

for the up-type quarks with +2
3 electric charge and a Y = −1

2 doublet, Hd = (H0
d , H

−
d ),

generating Yukawa couplings for the down-type quarks with electric charge −1
3 and for the

charged leptons. The Standard Model Higgs boson h0 corresponds to a linear combination
of H0

u and H0
d . In electroweak symmetry breaking, three of the eight degrees of freedom

are Goldstone bosons, that are absorbed by the Z- and W - bosons. The other five form
the CP-even neutral scalar bosons h0 and H0, the CP-odd neutral scalar boson A0 and
two charged scalars H±. The chiral and gauge supermultiplets of the MSSM are listed in
Tab. 2.2.

Electroweak symmetry breaking is also the cause for the mixing of the neutral Higgsino
states and the neutral electroweak gauginos B̃0 and W̃3 to form in total four neutral
fermions, called neutralinos. They are ordered according to their masses from χ̃0

1 (light-
est) to χ̃0

4 (heaviest). The lightest neutralino is very often supposed to be the lightest
supersymmetric particle and therefore poses a good candidate for dark matter. Similarly,
there are four mixed mass eigenstates of the charged Higgsinos and the charged winos,
which are known as charginos χ̃±1,2.

Mixing also occurs for squarks and sleptons. The mixing between generations is in general
assumed to be very small as the mixing in the first two generations is believed to be in
general, while the partners of the left-handed and right-handed Standard Model fermions
especially in the third generation can in principle show substantial mixing. For example,
the scalar superpartners of the left- and right-handed τ -lepton, τ̃L and τ̃R, can mix to give
the mass eigenstates (

τ̃1

τ̃2

)
=

(
cos θτ̃ − sin θτ̃
sin θτ̃ cos θτ̃

)(
τ̃L
τ̃R

)
, (2.88)

assuming real off-diagonal elements in the mixing matrix and using the mixing angle θτ̃ ,
which can be in the range 0 ≤ θτ̃ ≤ π.

The additional particle content of the MSSM (not including the already known Standard
Model particles) in terms of mass eigenstates is given in Tab. 2.3.

The MSSM introduces 105 new free parameters, which have to be determined by experi-
ment. This is of course highly difficult and impractical when searching for supersymmetric
processes in experiments. Therefore, a “reduced” version of the MSSM was developed, the
phenomenological minimal extension to the Standard Model (pMSSM), which includes a
total of 19 free parameters. However, this is still a very large parameter space. There a
several strategies in searching for Supersymmetry. One of them is to scan the pMSSM (or
any other fully-fledged Supersymmetry model) and evaluate the data in each set of chosen
parameters. Another approach is to focus only on one or a few production diagrams of
supersymmetric particles, assuming that other supersymmetric processes are suppressed
and other supersymmetric particles than the ones considered are kinematically decoupled.
Therefore a 100% branching fraction for the chosen process is assumed. The scan is then
only performed in a phase-space spanned only by very few parameters – typically the
masses or mass differences of the sparticles involved. The results of the analyses of such
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“simplified models” can then serve as input or constraints for the development of new
supersymmetric models [2, 33].

Names spin 0 spin 1/2

squarks, quarks

Q (ũL, d̃L) (uL, dL)

ū ũR∗ u†R
d̄ d̃R∗ d†R

sleptons, leptons
L (ν̃, ẽL) (ν, eL)

ē ẽR∗ e†R

Higgs, Higgsinos
Hu (H+

u , H0
u) (H̃+

u , H̃0
u)

Hd (H0
d , H−d ) (H̃0

d , H̃−d )

Names spin 1/2 spin 1

gluino, gluon g̃ g

winos, W bosons W̃±, W̃ 0 W±, W 0

bino, B boson B̃0 B0

Table 2.2.: The chiral and gauge supermultiplets in the minimal supersymmetric extension
of the Standard Model (MSSM). It is important to keep in mind that the
helicity indices (R, L) of the squarks and sleptons are simply inherited from
their Standard Model partners and do not refer to any helicity state as they
are spin-0 particles [33].

Name Spin PR Gauge Eigenstates Mass Eigenstates

Higgs bosons 0 +1 H0
u, H0

d , H+
u , H−d h0, H0, A0, H±

Squarks 0 -1

ũL, ũR, d̃L. d̃R ũL, ũR, d̃L. d̃R

c̃L, c̃R, s̃L, s̃R c̃L, c̃R, s̃L, s̃R

t̃L, t̃R, b̃L, b̃R t̃1, t̃2, b̃1, b̃2

Sleptons 0 -1

ẽL, ẽR, ν̃e ẽL, ẽR, ν̃e

µ̃L, µ̃R, ν̃µ µ̃L, µ̃R, ν̃µ

τ̃L, τ̃R, ν̃τ τ̃1, τ̃2, ν̃τ

Neutralinos 1
2 -1 B̃0, W̃ 0, H̃0

u, H̃0
d χ̃0

1, χ̃0
2, χ̃0

3, χ̃0
4

Charginos 1
2 -1 W̃±, H̃+

u , H̃−d χ̃±1 , χ̃±2
Gluinos 1

2 -1 g̃ g̃

Gravitino 3
2 -1 G̃ G̃

Table 2.3.: Not yet discovered particles predicted by the MSSM, including the extended
Higgs sector. The mixing in the first two generations is assumed to be negligi-
ble. The second column shows the so-called R-Parity, which will be explained
in section 2.3.4. [33].

2.3.4. R-Parity

The superpotential for the MSSM reads as follows:

WMSSM = ūyuQHu − d̄ydQHd − ēyeLHd︸ ︷︷ ︸
Yukawa couplings for chiral supermultiplets

+ µHuHd︸ ︷︷ ︸
Higgs mass term

, (2.89)

with the chiral superfields as in Tab. 2.2 and yu, yd and ye being 3×3 matrices containing
the Yukawa coupling parameters. In principle, there is no reason why there should not be
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other terms like

W∆L=1 =
1

2
λijkLiLj ēk + λ

′ijkLiQj d̄k + µ
′iLiHu (2.90)

W∆B=1 =
1

2
λ
′′ijkūid̄j d̄k, (2.91)

with the generation indices i = 1, 2, 3. However, these terms would violate lepton number
conservation (Eqn. 2.90) or baryon number conservation (Eqn. 2.91), respectively. As a
consequence, if both λ

′
and λ

′′
are not suppressed somehow, the proton’s lifetime would

be significantly shortened, which is not at all supported by experiment. To restore proton
stability, a new quantum number, called R-parity, is introduced:

PR = (−1)3(B−L)+2s, (2.92)

with B the baryon number, L the lepton number and s the particle’s spin. With this
definition, Standard Model particles are required to have R-parity of +1, while supersym-
metric particles (sparticles) will yield an R-parity of −1. If R-parity is conserved, not only
are terms like Eqn. 2.90 and Eqn. 2.91 forbidden, it also has other consequences:

1. Standard Model particles and sparticles do not mix with one another.

2. A supersymmetric particle has to decay into an odd number of other sparticles.

3. The lightest supersymmetric particle is stable.

4. In collider experiments, sparticles can only be created in pairs.

While all of these statements are phenomenologically of relevance, the third one is espe-
cially noticeable, as the lightest sparticle – if it is also electrically neutral – can serve as
a candidate for dark matter, as was also mentioned before in the context of the lightest
neutralino [33].

2.3.5. Supersymmetry Breaking

As has been mentioned in Sec. 2.3.2, Supersymmetry in its ”original“ form is constructed
such that all fermions and bosons that belong to the same supermultiplet have the same
masses and the vacuum energy is 0. The first would imply that those particles should have
been discovered long ago, along with the Standard Model particles – which was definitely
not the case, though. Consequently, Supersymmetry cannot be an exact symmetry, but
rather broken by some means, i.e. the vacuum energy should be positive. However, the
Supersymmetry breaking must not be too large in order not to destroy the cancellation
of loop diagrams that solved the hierarchy problem. Therefore, the usual notion is that
there is “soft” Supersymmetry breaking, introduced by some term added to the otherwise
Supersymmetry-respecting Lagrangian:

L = LSUSY + Lsoft. (2.93)

There are several possibilities for the origin and form of Lsoft. One of them is to intro-
duce some “hidden sector”, which only interacts very weakly with the particles of the
supersymmetric Standard Model via messenger particles. The Supersymmetry breaking
would only enter the model via this hidden sector and otherwise Supersymmetry would be
conserved. The symmetry breaking can also be spontaneous, similar to electroweak sym-
metry breaking, but as the generator of supersymmetric transformations Q is a fermionic
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operator, instead of a massless Goldstone boson, there would be a massless fermion, a
Goldstino. In analogy to the mass-generating mechanism for the electroweak boson, the
Goldstino degrees of freedom could be absorbed by the gravitino, which would thereby
obtain mass. The supersymmetric breaking models differ by their messenger mechanism.
For example in case of supergravity models the Supersymmetry breaking is mediated by
gravity (SUGRA). Typically, the gravitino is very heavy in such models, so that usu-
ally the lightest supersymmetric particle is the lightest neutralino. Another possibility is
gauge mediated Supersymmetry breaking (GMSB), in which gauge interaction particles
play the role of the messenger particles. In contrast to supergravity models, the gravitino
is expected to be very light in this kind of model and is often assumed to be the lightest
supersymmetric particle [2, 10, 33].
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2.4. Direct Stau Production

With the lightest neutralino being a dark matter candidate in the considered scenario, the
stau could also play a role in co-annihilation processes of neutralinos via the t-channel
exchange of a stau. If the stau is relatively light, it could lead to a dark matter density
that is compatible with cosmological evidence. [37, 38] In addition, if the neutralino and
the stau are the lightest and next-to-lightest sparticles and the production of charginos
and the heavier neutralinos is kinematically suppressed, the pair production of staus would
be the dominant electroweak production mechanism of supersymmetric particles at the
LHC.

2.4.1. Specifications of the Considered Model

The focus of the analyses presented in this thesis will lie on the search for the pair pro-
duction process of two staus, as depicted in Fig. 2.4. The pair production occurs via a
Drell-Yan process. The staus can be either mass eigenstate of τ̃1 and τ̃2, where it is
assumed that the mixing angle is 0, i.e.

τ̃1 = τ̃L (2.94)

τ̃2 = τ̃R. (2.95)

Furthermore, both mass eigenstates are chosen to be mass-degenerate. In the course of
this thesis stau masses between 80 and 560 GeV will be considered. The corresponding
cross sections are in a range of 800 to 0.5 fb. The cross sections for slepton pair production
in proton-proton collisions at a center-of-mass energy of 13 TeV are graphically shown in
Fig. 2.3 and specifically listed for the considered stau pair production models in Sec. A.
Compared to other sparticle pair production processes, slepton pair production has very
small cross sections. Therefore, the presented analyses benefit greatly from the large
integrated luminosity and center-of-mass energy in run 2.

The staus subsequently decay into one Standard Model τ -lepton and one lightest neutralino
each. The lightest neutralino is taken to be the lightest supersymmetric particle and
therefore, as R-parity should be conserved, it is stable. Moreover, the neutralino consists
purely of the bino field without any admixture of winos and Higgsinos. As the neutralino
interacts neither electromagnetically, nor via the strong force, it cannot be measured by
the ATLAS detector (cf. Sec. 3.2). Therefore the neutralinos will cause a signature of
missing transverse energy (cf. Sec. 4.3.5). The τ -leptons decay further, either into light
leptons (electrons or muons) or into a number of hadrons, predominantly with either one
or three charged mesons (referred to as 1-prong and 3-prong). Hence, one can identify
three decay channels:

• LepLep channel: Both τ -leptons decay leptonically. This decay channel is very hard
to pursue in an analysis, as the branching fraction for this decay is very low (in
addition to the already very low production cross section).

• LepHad channel: One τ -lepton decays leptonically, the other into hadrons. The
investigation of this channel also proved very challenging due to very large Standard
Model backgrounds [45].

• HadHad channel: Both τ -leptons decay hadronically. This decay channel will be the
main focus of this thesis.
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Figure 2.3.: Sparticle production cross sections in proton-proton collisions at 13 TeV in de-
pendence on the sparticle mass. The left figure shows the predicted production
cross section for several sparticles in comparison. The right plot illustrates the
total cross section of slepton pair production in comparison with the separate
cross sections for l̃L pair production and l̃R pair production. [39–44]

To summarize, the detector signature in question will be two hadronically decaying τ -
leptons together with some amount of missing transverse energy.

The scenario described above is used as a simplified model. This means that any other
supersymmetric particle, apart from the stau and the lightest neutralino, is assumed to be
kinematically out of reach, so that the direct stau pair production process is the dominant
and only supersymmetric process to occur. Furthermore, the decay of the staus into
τ -leptons and LSPs is supposed to occur with a branching fraction of 100%.

Figure 2.4.: After the direct production of two scalar τ -leptons each of them decay into
a Standard Model τ -lepton and a lightest neutralino, which is assumed to be
the LSP, and contributes to missing transverse energy. The particular decay
channel depends on the decay modes of the two τ -leptons [46].
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2.4.2. Previous Experimental Results

There have already been attempts to find direct stau pair production, e.g. at the Large
Electron-Positron collider (LEP), which could exclude the pair production of τ̃R < 90 GeV
with neutralino masses up to 80 GeV at 95% CL, as can be seen in Fig. 2.5 [47].

A first search for direct stau production with the ATLAS detector with the run 1 data
(20.3 fb−1) of the LHC at 8 TeV center-of-mass energy could not exclude any stau and
neutralino masses, but set upper limits on the cross sections [48].

In 2017, CMS published a paper with results with parts of the LHC run 2 dataset
(35.9 fb−1) but also could not improve the exclusion limits on stau masses but only on
the production cross section [49].

Two years later, in March 2019, CMS published the exclusion of stau masses for the
combined eigenstates τ̃L and τ̃R up to 150 GeV for massless lightest neutralinos and set
upper limits on the cross section for τ̃L with a part of the LHC run 2 dataset (77.2 fb−1)
[50].

In the same year, ATLAS published results based on the full run 2 dataset (139 fb−1), ex-
cluding stau masses between 120 GeV to 390 GeV at 95% confidence level for the combined
τ̃ eigenstates and also setting exclusion limits on the τ̃L mass [51]. This analysis will be
described in more detail in Chapter 6. In Chapter 7 a new search for stau pair production
is presented which aims to improve the results from [51].
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direct stau production at LEP. These limits are only derived for τ̃R. [47]



3. Experimental Setup

3.1. The Large Hadron Collider

As the masses of experimentally found particles pushed to higher and higher energy scales
and indications pointed to new physics at even higher energy scales, it was necessary to
construct a machine which made it possible to cover at least parts of these scales. This
machine is the Large Hadron Collider (LHC) which stands in line with a long history
of accelerators built at CERN, Geneva. The LHC’s purpose is to accelerate and collide
beams consisting of protons at a design energy of 7 TeV. With these collisions the existing
understanding of particle physics can be probed and hints for new physics can be searched
for and explored. However, before the protons can be injected to the LHC, they have to
pass through a chain of pre-accelerators.

The protons are gathered from Hydrogen gas, which is stripped from its electrons and
grouped into bunches of about 1011 protons before entering the first step of acceleration
inside the LINAC2 machine. LINAC2 is a linear accelerator which uses radiofrequency
(RF) cavities to accelerate protons so that their energy is increased to 50 MeV by the
time they exit the machine. Quadrupole magnets are used to prevent the proton beam
from dispersing. LINAC2 will be replaced by LINAC4 for run 3 of the LHC, which will
probably start in 2021 [52].

After leaving LINAC2, the protons enter the Proton Synchrotron Booster. The Booster
consists of four acceleration rings, in which the protons are accelerated to 1.4 GeV [53].

The next step in the acceleration chain is the so-called Proton Synchrotron (PS). The
PS is a ring accelerator with a circumference of 628 m and at the time it was constructed
(1959) it was the accelerator with the highest beam energy in the world. Today it not only
serves as a part of the pre-accelerator chain of the LHC, but also supplies other machines
and experiments with protons at an energy of 25 GeV [54].

Leaving the PS, the protons are injected to the Super Proton Synchrotron (SPS). With its
almost 7 km circumference it is the first accelerator in the chain to be located underground.
Originally it was built to provide collisions and host experiments itself, which e.g. lead
to the discovery of the W - and Z-bosons in 1983. Today, it accelerates protons up to
450 GeV to supply the LHC and other experimental areas at CERN [55].

Finally, the protons enter the LHC to be accelerated up to their final energy of 6.5 TeV
in run 2. The LHC consists of two separate beam pipes, in which the proton bunches
are directed in opposite directions to be collided at four distinct points in the ring. The
accelerator is located in a 26.7 km long tunnel in a depth between 45 and 170 m below
the surface, which was previously housing the Large Electron Positron Collider (LEP).
The entire acceleration chain is also depicted in Fig. 3.1. The acceleration inside the LHC
is performed at one point of the ring (known as point 4), which hosts a complex of four
modules containing four RF cavities each. These RF cavities operate at a frequency of

27
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400 MHz, which corresponds to ten times the frequency of the proton bunches passing
the accelerator module. The modules are placed inside a cryogenic system which enables
operation in superconducting state. The remaining parts of the LHC are engineered so
that the proton bunches are kept on a stable circular path and a sufficiently focused beam
is sustained. The first is achieved by dipole magnets while the latter is accomplished with
quadrupoles and higher multipole magnets.

In total there are 1232 dipole magnets built into the LHC, each of them with a length
of 15 m. The magnets consisting of NbTi coils are superconducting and operating at 8 T.
Cooling is ensured using superfluid helium at a temperature of 1.9 K. The dipole magnets
around each of the beam pipes are placed inside the same “cold mass” and cryostat. The
superconducting quadrupole magnets mentioned before are built-in as modules of about
5 m length and compensate the dispersion occurring inside the proton bunches by focussing
in both x- and y-direction (in the transverse beam plane) [56].

Figure 3.1.: A schematic image of the collider system located at the CERN site near
Geneva. The largest accelerator ring is the LHC which is provided pre-
accelerated protons by smaller accelerators like the SPS. There are four dis-
tinct locations, where the two proton beams can collide, each of them hosting
a particle detector [57].

As was already mentioned, the two beams are brought to collision at four distinct points.
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At each of these points a particle detector is located, which records the particles that
are generated during the collisions. The proton bunches meet in intervals of 25 ns. The
number of events generated in these collisions is given by

Nevent = σevent · L, (3.1)

with σevent the cross section of the considered event type and L the machine luminosity.
The machine luminosity is directly related to the properties of the proton beams:

L =
N2
b nbfrevγr
4πεnβ∗

F. (3.2)

Nb is the number of protons per bunch, while nb denotes the number of bunches per
beam. Furthermore, frev is the rotation frequency, γr the relativistic Lorentz factor, εn
the emittance of the beam in the transverse plane1, β∗ the beta function at the collision
point and F a geometrical factor to account for the crossing angle of the beams at the
interaction point [56].

The four experiments recording the proton-proton collisions are ATLAS [59], CMS [60],
LHCb [61] and ALICE [62]. While ATLAS and CMS are multipurpose detectors, that
are designed to perform a variety of measurements and searches, the LHCb detector is
specialized at precision measurements of rare decays of B-hadrons and CP violation. As
the LHC also is able to accelerate and collide lead ions, with ALICE there is a detector
dedicated to the measurement of these kind of collisions. The ALICE experiment focuses
on investigating the effects of QCD and exploring an exotic state of matter called quark-
gluon plasma. The ATLAS detector will be discussed in more detail in the next section.

1The beam emittance characterizes the average (transverse) spread of a particle beam concerning position
and momentum and is quantified through the standard deviation of a Gaussian beam profile [58].
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3.2. The ATLAS Detector

The ATLAS detector is one of four detectors at the Large Hadron Collider. It is designed
to measure a large variety of particles that emerge from proton-proton collisions, covering
a wide range of possible measurements and searches. While the search for the Higgs boson
was one of the most important benchmarks for the detector design, ATLAS is also capable
of high-precision measurements of Standard Model particles, cross sections and couplings
and of searches for e.g. new heavy gauge bosons, extended Higgs models, flavour changing
neutral currents, extra dimensions and Supersymmetry. Its shape is that of a cylinder
with a length of 44 m and a diameter of 25 m. The detector components are arranged in
layers around the nominal interaction point, with dedicated detection systems not only
present in the barrel but also in the endcaps of the cylinder. In the following, the ATLAS
detector’s structure and main properties and functionalities will be discussed. A schematic
view of its interior structure is shown in Fig. 3.2.

Figure 3.2.: The ATLAS detector is composed of several separate detector systems, which
can be roughly divided into the inner detector (tracking of charged parti-
cles), the electromagnetic calorimeter (energy measurement of electromagnet-
ically interacting particles), the hadronic calorimeter (energy measurement of
strongly interacting particles) and the muon spectrometer (tracking detector
for charged minimally ionizing particles) [63].

3.2.1. Coordinate System

The ATLAS detector’s shape is cylindrical, with the proton beams entering through its
bases. Per convention, the coordinate system is chosen such that the nominal interaction
point is its origin and the beam axis corresponds to the z-axis. The xy-plane is perpendic-
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ular to the beam direction, with the x-axis pointing towards the centre of the LHC ring
and the y-axis upwards. The azimuthal angle φ is measured around the z-axis while the
polar angle θ denotes the angle from the z-axis. A very commonly used property is the
pseudorapidity, which is defined as

η = − ln

(
tan

θ

2

)
. (3.3)

For massless particles, the pseudorapidity is identical to the rapidity y, which follows the
definition

y =
1

2
ln

(
E + pz
E − pz

)
. (3.4)

However, for relativistic particles (as they usually emerge from the hard proton-proton
interactions) the mass is negligible and the pseudorapidity becomes a very good approx-
imation. Another advantage of the pseudorapidity is that differences in η are Lorentz
invariant under boosts in the longitudinal direction. Instead of the common polar coor-
dinates φ and θ, the coordinate system of φ and η is therefore very often used with the
ATLAS detector. The distance in ηφ-space is given as

∆R =
√

∆η2 + ∆φ2. (3.5)

Often, transverse quantities are used rather than the full 3- or 4-vectors. E.g. the trans-
verse momentum pT and the transverse energy ET are defined in the xy-plane. The ad-
vantage of transverse quantities is given by the fact that the total momentum and energy
in the transverse plane is well-known in contrast to the direction parallel to the beam axis.
This allows for a better event reconstruction in the transverse plane in case undetectable
particles are created in the event by exploiting energy and momentum conservation [59].

3.2.2. Tracking Systems (Inner Detector)

The innermost part of the ATLAS detector consists of three different systems, all of
which serve the purpose of tracking the charged particles that are created in the collisions.
The component closest to the beam tube consists of four layers of silicon pixel detectors.
Subsequently, particles have to cross eight layers of silicon microstrip trackers (SCT), which
are arranged so that all coordinates of the passing through particles can be measured.
These components are not only present in the barrel region, but also in the end-cap
regions. The pixels and the SCT cover the region of |η| < 2.5. They fulfil very high
accuracy requirements and are crucial e.g. for vertex determination and identification
of heavy quarks and τ -leptons. The third component is the transition radiation tracker
(TRT), which consists of 4 mm straw tubes that are filled with a xenon-based gas mixture.
In the barrel, straws with a length of 144 cm are oriented parallel to the beam axis, while
in the end-caps the straws have a length of 37 cm and are arranged radially in wheels.
The TRT covers a region of |η| < 2.0 and is especially useful for identifying electrons by
transition radiation photons.

The combination of all three subsystems of the inner detector provides a high-accuracy
tracking machinery, which can be used for very robust pattern recognition. The inner
detector is surrounded by a 2 T solenoid magnet, which is used to bend the charged
particles’ trajectories. With the information of the bending radius and direction, the
charges and momenta of the particles can be determined. A schematic picture of the inner
detector structure in shown in Fig. 3.3 [59].
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Figure 3.3.: Schematic view of the inner detector. The innermost part of the ATLAS
detector contains three different tracking systems: The pixel detectors, the
semiconductor tracker and the transition radiation tracker. [64]

3.2.3. Calorimeter Systems

The calorimeter system records the energy loss of particles that enter the detector com-
ponents by causing electromagnetic or hadronic showers. Most particles that interact
electromagnetically or via the strong interaction are expected to be stopped in this part of
the ATLAS detector, with the exception of muons and possibly other minimally ionizing
particles that are yet unknown. Therefore, the calorimeters have to be sufficiently thick,
to contain the electromagnetic and hadronic showers and prevent punch-throughs to the
muon system. This, together with a wide η-coverage of |η| < 4.9, enables a good measure-
ment of missing transverse energy (Emiss

T , cf. Sec. 4.3.5). Roughly, the calorimeter system
can be divided into two parts: The electromagnetic and the hadronic calorimeters, as can
also be seen in Fig. 3.4 [59].

Electromagnetic LAr Calorimeter (ECAL)

The electromagnetic calorimeter possesses a very fine granularity and is able to measure
electrons and photons with very high precision. It is split into a barrel part (|η| < 1.475)
and two endcaps (1.375 < |η| < 3.2). The barrel is again divided into two half-barrels,
leaving a small gap of 4 mm between them at z = 0. Similarly, the endcap parts are
composed of two coaxial wheels - an outer wheel at 1.375 < |η| < 2.5 and an inner wheel
at 2.5 < |η| < 3.2. These wheels are also called electromagnetic endcaps (EMEC). The
active material used for the calorimeter is liquid argon (LAr). Accordion shaped absorber
plates made of lead and kapton electrodes are used [59].
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Hadronic Calorimeters (HCAL)

In the barrel region, the hadronic calorimeter consists of the so-called tile calorimeter,
which does not only include the region directly outside the barrel part of electromagnetic
LAr calorimeter (|η| < 1.0), but also two extended barrel parts (0.8 < |η| < 1.7). It is
a sampling calorimeter, using polystyrene tiles as active material and steel as absorber
material. The light created in the scintillating tiles is collected at the edges of each tile by
wavelength-shifting fibres and subsequently guided to photomultipliers for read-out.

In the endcaps, the hadronic calorimeter is also a sampling calorimeter, but with liquid
argon as the active material and with copper absorbers. The hadronic endcap calorimeter
(HEC) consists of two wheels on either side of the barrel and has a coverage of 1.5 < |η| <
3.2. The inner one of the two wheels is made of 25 mm copper plates, while the other
consists of 50 mm copper plates.

In order to cover also regions of higher pseudorapidity and to reduce the radiation levels
for the muon spectrometer, there is another calorimeter system, called forward calorimeter
(FCAL) inserted inside the EMEC and HEC wheels. It consists of three modules: The first
one is a copper calorimeter, optimized for measurements of electromagnetically interacting
particles, while the second and the third module are tungsten calorimeters, dedicated to
the measurement of hadronic interactions. Again, liquid argon is used as active material.
The coverage of the FCAL is 3.1 < |η| < 4.9 [59].

3.2.4. Muon Spectrometer

The muon system lying outside the calorimeter system provides tracking of those particles
that can pass the calorimeters without depositing large amounts of energy. This is predom-
inantly true for Standard Model muons, which are minimally ionizing in their interaction
behaviour with the absorber materials. Similar to the inner detector tracking system, a
magnetic field is applied in the muon spectrometer, so that the muons’ trajectories expe-
rience bending force. The magnetic field is generated by three superconducting air-toroid
magnets – one in the barrel region and two for the endcaps. The tracking system consists
of three layers of muon chambers. Furthermore the muon spectrometer has its own trigger
system. The structure of the ATLAS muon system is sketched in Fig. 3.5 [59].

Toroid Magnets

All three toroid magnets consist of eight coils that are arranged radially and symmetrically
around the z-axis, with the endcap toroids being rotated by 22.5◦ with respect to the barrel
toroid. The latter provides bending to muon trajectories in a region of |η| < 1.4, while the
magnetic field of the endcaps governs the region 1.6 < |η| < 2.7. In the region in-between,
i.e. 1.4 < |η| < 1.6 both fields overlap, which is therefore called transition region. The
bending power of the magnets is described by the field integral

∫
Bd`, with B the magnetic

field component orthogonal to the muon direction and the integral computed along the
muon trajectory between the innermost and outermost parts of the muon tracking system.
The barrel toroid generates 1.5 to 5.5 Tm of bending power, while the endcaps’ bending
power is about 1 to 7.5 Tm. In the transition region, where the barrel and endcap fields
overlap, the bending power is reduced [59].
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Figure 3.4.: Schematic view of the calorimeter systems. The inner layer of the calorimeter
system is an electromagnetic LAr detector which also has its counterparts
in the endcaps in the form of two coaxial wheels. The hadronic calorimeter
is located outside the electromagnetic calorimeter - in the barrel with a tile
calorimeter as well as in the endcap regions with LAr calorimeters. Another
component, the forward calorimeter, is used for covering the region close to
the beam tube [65]

.

Muon Chambers

There are two kinds of purposes the muon chambers have to fulfil: There are chambers
designed for fast triggering and there are precision tracking chambers. In the barrel
region, the trigger chambers are so-called resistive plate chambers (RPC), while in the
endcaps thin gap chambers (TGC) take over this task. The trigger system covers an η-
range of |η| < 2.4 and serves three purposes: The identification of bunch crossings, the
determination of the muon coordinates in the direction orthogonal to the measurement of
the precision tracking chambers and providing well-defined pT thresholds. The precision
tracking is performed by monitored drift tubes (MDT), which cover most of the η-range
and cathode strip chambers (CSC), which are used at higher pseudorapidities [59].

3.2.5. Data Acquisition and Trigger System

Due to the bunch spacing in the LHC, the bunch crossings in the ATLAS detector occur
every 25 ns for a time period of less than 1 ns. At the LHC’s design instantaneous lumi-
nosity of 1034 cm−2s−1 the average number of interactions in each bunch crossing is about
23. (During run 2 this number was varied for each data taking period. Cf. Sec. 4.1.)
Together, this results in 109 interactions per second. This enormous number illustrates
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Figure 3.5.: ATLAS Muon Spectrometer: The muon system consists of multiple tracking
detectors to reconstruct the trajectories of muons and other charged particles
that might be able to pass through the calorimeter system. Similar to the
inner detector, it is also placed inside a magnetic field, generated by a toroid
magnet. [66]

why it is essential to run fast and selective trigger algorithms. In run 2 the trigger system
consisted of two consecutive steps: The level 1 (L1) trigger and the high level trigger
(HLT) [67, 68].

Level 1 Trigger (L1)

The level 1 trigger is hardware based and used to analyse data at a rate of 40 MHz and
reduce it to 100 kHz for the HLT system within 2.5µs. Relying on calorimeter signals
and the information from the muon trigger chambers, the L1 trigger defines regions of
interest (RoI) that serve as an input to the HLT. In addition, the L1Topo system allows
to apply topological selections at L1 by considering kinematic information from multiple
calorimeter and muon trigger objects, e.g. angular separation, invariant mass or the sum of
the L1 jet momenta. The central trigger processor (CTP) provides the L1 trigger decision
based on information from the L1 calorimeter trigger and the L1 muon trigger, as well
as the L1Topo information. This system is schematically depicted inside the grey box in
Fig. 3.6 [67].
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High Level Trigger (HLT)

In run 1, the RoIs determined by L1 were first passed to a level 2 (L2) trigger before
passing an event filter. For run 2, these two systems have been merged together into one
single event processing HLT farm, which reduces complexity and code and furthermore
allows for dynamic resource sharing of the algorithms. The HLT system performs an online
reconstruction of physical objects within the RoIs passed to it by L1. Since run 1, the
trigger reconstruction algorithms have been re-optimized, which reduced the differences
of HLT and offline reconstruction algorithms. This proves especially true to the τ -lepton
reconstruction, which lowered inefficiencies by more than a factor of 2. After the high level
trigger system, the output rate is reduced to approximately 1 kHz compared to a rate of
100 kHz after L1 [67].

Figure 3.6.: ATLAS Trigger System: The level 1 trigger delivers regions of interest based
on L1Topo, L1 calorimeter trigger and L1 muon trigger as input to the HLT
system. The HLT performs an online reconstruction of physical objects based
on these RoIs. The overall rate is reduced from 40 MHz to 1 kHz after HLT.
[67]



4. Data and Monte Carlo Simulation

4.1. Data Taken at the ATLAS Detector in Run 2

Run 2 at the LHC lasted from 2015 to 2018 and was performed at a center-of-mass energy
of 13 TeV. In total, the integrated luminosity recorded by ATLAS and passing all quality
requirements sums up to (139±2.4) fb−1 [69]. The collection of data in terms of integrated
luminosity over the whole data-taking period of run 2 can be viewed in Fig. 4.1. Out of this
total integrated luminosity, 36 fb−1 were recorded in 2015-2016. In 2017, the integrated
luminosity amounted to approximately 43 fb−1 and in 2018 to roughly 58 fb−1.

The number of interactions per bunch crossing was also different between the data taking
periods. The average number of interactions per bunch crossing recorded by ATLAS is
often referred to as pileup (µ). It corresponds to the mean of the Poisson distribution of
the number of interactions per bunch crossing for each bunch and is calculated as

µ =
Lbunch · σinel

fr
. (4.1)

Here, Lbunch is the instantaneous luminosity per bunch crossing, σinel denotes the inelastic
scattering cross section (which is taken to be 80 mb for collisions with 13 TeV center-of-
mass energy) and fr is the revolution frequency of the bunches in the LHC [69]. The
pileup distribution for all years in run 2 as well as the total distribution can be seen in
Fig. 4.2.

37
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Figure 4.1.: Total integrated luminosity in run 2, delivered by the LHC (green), recorded
by ATLAS (yellow) and complying quality criteria (blue, “good for physics”).
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4.2. Monte Carlo Simulations for Run 2

In order to avoid bias, the analysis of the collected data is first prepared based only on
simulated data (or data in Standard Model dominated regions of phase-space like the
estimation of multijet events, cf. Sec. 6.3.1 and Sec. 7.4.5). The simulated distributions
are only compared to “real” ATLAS data once the analysis strategy is fully developed.
Commonly, Monte Carlo simulations are used for this purpose.

4.2.1. Monte Carlo Method

The Monte Carlo method is a numerical tool to generate random events obeying a given
probability density function (p.d.f.) in order to determine e.g. probabilities or other
quantities in certain regions of phase-space. To shortly illustrate the Monte Carlo method,
the case of a single random variable should be considered. At first, a sequence of random
values r1, r2, ... is generated that follow a uniform probability density function g(r) between
0 and 1:

g(r) =

{
1 0 < r < 1

0 otherwise
. (4.2)

Afterwards, based on the random values ri, a series of xi are generated, which are dis-
tributed according to the desired p.d.f. f(x). This step very often cannot be performed an-
alytically, depending on the form of the p.d.f.. A possibility is von Neumann’s acceptance-
rejection technique. Consider a function f(x) that can be surrounded by a rectangle given
by xmin, xmax and the maximum of the function fmax: Then, the xi are generated from
the random values ri such that xmin < xi < xmax. Subsequently, a second independent
set of random numbers ui is generated, which follow a uniform distribution between 0
and fmax. The key of von Neumann’s technique is now to only accept xi values for which
ui < f(x). If not, the value xi is rejected and the method is repeated. With this technique,
the original p.d.f. f(x) is approximated [70].

4.2.2. Event Generation

The Monte Carlo method, especially for more complex cases with more than one random
variable, has many applications. In particle physics it is used to simulate e.g. scattering
processes. The probability density function is then given by the according theory, e.g.
in the form of a differential cross section. The Monte Carlo simulation algorithm then
generates events with, for instance, different scattering angles or momentum vectors of
particles. This is referred to as event generation. There is a large variety of event gen-
eration algorithms available in high energy physics, some of which will be mentioned in
Sec. 6.3, when the particular simulated samples for the presented analysis are discussed
[70].

For the purpose of simulating proton-proton collisions at the LHC, several components
have to be considered, besides the “hard” scattering process, involving quarks and gluons
inside the protons. The protons’ internal structure is modelled with the help of parton
distribution functions (PDF), which are external inputs to the simulation and rely on
measurements performed on data of multiple experiments, such as detectors at the HERA
accelerator, ATLAS, CMS and LHCb [71–73]. The PDFs document the probability to find



40 CHAPTER 4. DATA AND MONTE CARLO SIMULATION

a parton at a certain fraction of its total momentum in a collision with a given momentum
transfer [74].

Any colour charged particle can emit gluons with finite probability, which on their part
may emit gluons or quarks, and so on. If particles emerging from the hard process are the
source of these quark-gluon cascades, this is called final state radiation (FSR), in contrast
to initial state radiation (ISR), which denotes colour charged particles emitted by one of the
interacting partons. These QCD fragmentation processes occur on very small length scales
and can therefore be calculated perturbatively and branching by branching. There are in
fact two different approaches to deal with these gluon radiation cascades. One possibility
is to calculate the matrix element of the hard process to higher and higher orders (where it
is not possible to model soft or collinear radiation) or parton shower algorithms are used,
that rely on iterative construction of the radiation branchings. Typically, with parton
showers, in order to avoid soft and collinear divergences, a lower cutoff around 1 GeV is
chosen, i.e. the simulation stops as soon as the scale of the QCD radiation branchings
drop below this cutoff value. In practice, both approaches are often used together, e.g. by
a procedure called “merging” [75–77].

As soon as all particles created in a collision, be it particles emerging directly from the
hard process or due to ISR or FSR, move apart, they enter another QCD regime. At dis-
tances above ∼ 1 fm asymptotic freedom does not govern the particles’ behaviour anymore,
instead they start to be confined in colour-neutral bound states. This stage is referred to
as “hadronization” and occurs at the “hadronization scale”, which is by construction at
the lower cutoff of the parton shower. As this cannot be described perturbatively any-
more, two phenomenological models are most commonly used in Monte Carlo generators
today: The string model and the cluster model. The string model is a general term for
models that describe hadronization processes as the breaking of “strings” that represent
the colour connection between two quarks, for example: As the string is “stretched” the
creation of a quark-antiquark pair can break it. The cluster model on the other hand relies
on the principle of “preconfinement” i.e. the observation that partons in a shower form
colour-neutral clusters with an invariant mass distribution that does not depend on the
scale of the initial hard process. These clusters are interpreted as prototypes of hadrons.
The hadrons created during hadronization might not be stable. Their decays then also
have to be taken into account in the event simulation [75–77].

One further aspect to be considered by the simulation are the so-called underlying events,
i.e. processes that involve the proton remnants that did not participate in the hard
interaction [75–77].

The stages of event generation are summarized in Fig. 4.3.

4.2.3. Detector Simulation

Another important step is to simulate the detector signal for the outcome of the event
generation, which is known as “core simulation”. As there are also many random processes
involved, such as ionization, this is done with the Monte Carlo method as well. A very
widely used detector simulation algorithm is GEANT4 [78]. The outputs of these simula-
tions are stored in terms of “hits”, which are records of energy deposits with information
on position and time. In a process called digitization, the hits are converted into digital
detector responses or “digits”. Typically, a digit is created when the voltage or current in
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some read-out channel reaches a certain threshold. During digitization, also the fact that
multiple protons can interact in each bunch-crossing is taken into account by overlaying
the so far generated “signal” event with a collection of other events. The number of events
to overlay is a function of the instantaneous luminosity that should be simulated, which
is usually just an estimation of the actual pileup profile [74].

Both in the event generation and the detector simulation, additional information called
“truth” is kept for each event. In the case of event generation, the truth records in-
clude the interaction processes and the involved particles together with their “identity”
(or PdgID, cf. [76]). For the detector simulation, the truth information contains tracks
and decays for certain particles. After digitization, the truth information along with the
“ordinary” digitized detector simulation is processed by the trigger and reconstruction
algorithms. Truth information allows, e.g. for performance checks of reconstruction algo-
rithms, calibration and so-called fake background estimation and therefore is a necessary
and beneficial addition to the simulations [74].

Figure 4.3.: Sketch of the various steps for generating a simulated proton-proton collision
event. The incoming protons are depicted by the two green ellipses in the
middle of the drawing. The red circle represents the hard process: Two gluons
fuse to produce a four particle state (tt̄H + gluon) which is also drawn in red,
as are the gluons and quarks that arise during the showering. The entire violet
system represents an underlying event. The light green ellipses stand for the
hadronization stage, while the dark green lines and circles depict hadronic
decays. In this drawing, also electroweak radiation processes are considered,
represented by the yellow lines. [79]
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4.2.4. Event Weight

Monte Carlo simulated events can be equipped with weights, such that the distributions
of variables are only predicted correctly if these weights are applied. There are different
sources for event weights, such as the event generation process itself (depending on the
generator), correction factors that have to be applied in retrospect. For example, the
simulations of collision events inside the ATLAS detector are generated under a certain
expectation for the number of interactions per bunch-crossing, i.e. pileup. This assumed
pileup distribution is then corrected to correspond to the measured pileup in data. The
correction is applied to the simulated events is form of a weight, wpileup. Another type
of correction that is taken into account by weighting the simulated events are so-called
scale factors which should account for differences in performance of object reconstruction
and identification algorithms (cf. Sec. 4.3) in simulation as compared to data. (Similar
to the offline reconstruction, there are also scale factors to account for differences in the
performance of triggers in simulation and data.) Here, these corrections are summarized
as the weight wreconstruction. For unweighted events, e.g. for data, the number of events
for some given process is obtained like

Nprocess = σprocess · L, (4.3)

with σprocess being the total cross section for the considered process and L the integrated
luminosity. For weighted events, however, each of the individual weights for the ith selected
event has to be taken into account in addition to the cross section and the luminosity:

wi =
σprocess · L∑

j∈generated

wjgenerator

· wigenerator · wireconstruction · wipileup. (4.4)

The number of events for the considered process is then simply given as

Nweighted
process =

∑
i

wi. (4.5)

The uncertainty on this number is given by the square root of the sum of squared weights:

∆Nweighted
process =

√∑
i

w2
i . (4.6)
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4.3. Object Reconstruction and Identification

Following the digitization step, the events are subjected to the HLT and afterwards to the
reconstruction algorithms. A brief overview of the HLT was already given in Sec. 3.2.5.
The next sections will outline the reconstruction and identification algorithms for different
physics objects that are used in the analysis presented in this thesis.

4.3.1. Electron Reconstruction and Identification

The reconstruction of electrons (and photons) relies predominantly on identifying clusters
of energy deposits in the calorimeter systems and tracks in the inner detector.

Topo-Clusters

For the first part, so-called topological clusters or topo-clusters are reconstructed in an
iterative procedure. The seeds for the topo-clusters are cells inside the calorimeters (both
the electromagnetic and hadronic calorimeters), which pass a certain significance criterion:
|ζEM

cell | ≥ 4, with

ζEM
cell =

EEM
cell

σEM
noise, cell

. (4.7)

This requirement ensures that the energy deposit EEM
cell in the seed cell is sufficiently larger

than the expected noise from electronics and pileup σEM
noise,cell. The procedure continues by

selecting all neighbouring cells to the seed cells whose significance lies above a threshold
|ζEM

cell | ≥ 2, which then provide the seeds for the next iteration. If two of these proto-
clusters happen to share a cell with sufficient significance above noise, the clusters are
merged. On the other hand, if the resulting cluster exhibits two or more local maxima of
energy deposits, i.e. EEM

cell > 500 MeV together with at least four neighbouring cells with
lower energy deposits, the proto-cluster is split. In the final stage of building topo-clusters,
only clusters with EEM

cluster > 400 MeV in the electromagnetic calorimeter cells are selected.
Although the building of topo-clusters starts with both the signals of the electromagnetic
and the hadronic calorimeter, for the reconstruction of electrons and photons only the
energy measured in the cells of the electromagnetic calorimeter are used. The fraction
of a total topo-cluster’s energy that was deposited in the electromagnetic calorimeter is
expressed by the quantity fEM. In order to suppress pileup induced clusters, a preselection
cut of fEM > 0.5 is placed [80].

Track Reconstruction

Besides the topo-clusters in the calorimeter, another key element to the reconstruction
of electrons are tracks in the inner detector. A reconstruction algorithm first assembles
clusters based on the hits in the pixel and SCT detector components. These clusters are
then converted into three-dimensional measurements called space-points. Following this,
the space-points serve as the input for a pattern recognition algorithm and a subsequent fit
under the hypothesis of the tracks originating from a charged pion. If the fit under the pion
hypothesis fails, an electron hypothesis is used instead. In order to better take account
for the energy loss of charged particles inside material, an additional fit strategy, called
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Gaussian-sum filter (GSF) method [81] is used. In this method, the material-induced
energy loss is modelled by six Gaussian functions, while up to twelve Gaussian functions
describe the track parameters. Of special interest considering the curvature of the track
(induced by the magnetic field of the inner solenoid) are the transverse impact parameter
d0 and its uncertainty σ(d0), and their ratio, which is referred to as transverse impact
parameter significance. The direction of the curvature furthermore determines the sign of
the electric charge of the particle that caused the track. Ultimately, the inner detector
tracks are matched to the topo-clusters in the electromagnetic calorimeter [82].

Superclusters

In a third step, so-called superclusters are reconstructed from the topo-clusters in the
calorimeter. The topo-clusters are first sorted according to their transverse energy ET.
Each of the topo-clusters is tested for its use as a seed for the supercluster building algo-
rithm. In order to be chosen as supercluster seed, a topo-cluster has to have a transverse
energy of at least 1 GeV and be matched to a track in the silicon detectors with at least
four hits. Following the seed identification, so-called satellite clusters are determined. A
topo-cluster is considered to be a satellite cluster to a seed if it lies inside a window of
∆η × ∆φ = 0.075 × 0.125 around the seed cluster barycenter. This is mostly the case
for secondary showers induced by the same electron. However, a topo-cluster is also clas-
sified as satellite if it is within ∆η × ∆φ = 0.125 × 0.300 around the seed’s barycenter
and the track it is matched to is identical to the best-matched track for the seed cluster.
Together with their satellites, the seeds then form superclusters. After the superclusters
are determined, they are once again matched to the tracks in the inner detector [80].

Energy Calibration

The superclusters serve as electron candidates for the identification procedure, after a
certain calibration scheme to the electron energy, estimated from the energy deposits in
the electromagnetic calorimeter, is applied. This calibration aims to correct for differ-
ences between data and simulation as well as to adjust the absolute and relative energy
scales between the calorimeter layers. The estimated energy of the electrons is derived
via a multivariate regression algorithm, trained on simulated events, which in addition
optimizes the energy resolution. Local non-uniformities in the calorimeter response, e.g.
from geometric effects at module boundaries, are also taken into account [80, 83].

Electron Identification and Isolation

Finally, the reconstructed and calibrated electron candidates are subjected to an identifica-
tion procedure, in order to improve the purity of the selected prompt electrons. The main
backgrounds “imitating” an electron signature originate from hadronic jets (cf. Sec. 4.3.3),
converted photons and non-prompt electrons that are created in heavy-flavour quark de-
cays. To achieve this, a likelihood discriminant is constructed based on variables related to
the properties of the primary electron track in the inner detector, the lateral and longitu-
dinal development of the electromagnetic shower in the calorimeter, and to the matching
of tracks and clusters. The likelihoods LS and LB for the candidate to originate from
signal (i.e. be a prompt electron) and from background, respectively, are calculated via
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probability density functions P , which are obtained by the smoothing of histograms of n
of the input variables:

LS(B)(~x) =

n∏
i=1

PS(B),i(xi). (4.8)

The discriminant is constructed as the natural logarithm of the ratio of LS and LB. Based
on this discriminant, three working points with different selection efficiencies are optimized:
Loose (≈ 93%), medium (≈ 88%) and tight (≈ 80%). The lower efficiency for the medium
and tight working points corresponds in return to a better rejection of background.

Another property of reconstructed electrons of importance for analyses is the isolation, as
this poses another way of discrimination to hadronic objects and non-prompt electrons.
Usually, isolation criteria allow only for a certain amount of deposited energy in clusters or
momenta in tracks that lie within a cone of typically ∆R = 0.2 around the reconstructed
electron cluster or the primary electron track, respectively. There are two kinds of working
points that can be defined with these requirements: Either the efficiency is kept at a certain
value or the cuts on the isolation variables is fixed. The so-called Gradient working point is
set to be at an efficiency of 90% at a transverse momentum of 25 GeV and 99% at 60 GeV.
The isolation working points referred to as HighPtCaloOnly, Loose and Tight rely on fixed
cut values on the calorimeter or track isolation variables and thus have variable efficiencies
[80].

4.3.2. Muon Reconstruction and Identification

The components of the muon spectrometer are the key elements in reconstructing muons.
The muon spectrometer based reconstruction can then be combined with information from
other sub-detector systems, such as the inner tracking detector.

Reconstruction in the Muon Spectrometer

The muon spectrometer reconstruction is an interplay of the signals of the different sub-
systems. In general, so-called segments are constructed based on a hit pattern search
inside each muon chamber. Subsequently, a fit of segments in different layers provides the
muon track candidates. The fitting algorithm starts with segments in the middle layer of
the detector as seeds because of the higher hit multiplicity available there, and later-on
includes segments from the outer detector layers as well. Selection criteria based on the
hit multiplicity and fit quality are applied on the segments before being matched to form
track candidates in the fitting procedure. At least two matching segments are needed to
build a track candidate with the exception of the magnetic transition region, where one
high quality segment is sufficient. Because the same segments can in principle be used to
construct multiple track candidates, an overlap removal is performed afterwards [84].

Combined Reconstruction

Other sub-detector systems may be taken into account for muon reconstruction as well.
Depending on the used detector components, four different reconstructed muon object
types can be defined:
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• Combined muons (CB): First, the reconstruction of tracks is performed indepen-
dently in the muon spectrometer and in the inner tracking system of ATLAS. A
combined track is then obtained by performing a global refit including hits from
both detector components. Usually, an outside-in pattern recognition technique is
used, in which the reconstructed muon track candidates in the muon spectrometer
are extrapolated inwards and matched to a track in the inner detector.

• Segment-tagged muons (ST): In this case, a track found in the inner detector is
extrapolated to the muon spectrometer system and is defined as a segment-tagged
muon object if it can be associated with at least one segment in the MDT or CSC
subsystems. This type of muon object is useful in the event of the muon traversing
only one layer of muon chambers, which can be due to low detector acceptance in
that region or a low transverse momentum of the particle.

• Calorimeter-tagged muons (CT): In regions of reduced acceptance of the muon spec-
trometer due to cabling and service for the inner parts of the ATLAS detector, muons
identified only through an inner detector track matched to an energy deposit in the
calorimeter are used to compensate. For this purpose, the energy deposit in the
calorimeter has to be compatible with that of a minimally ionizing particle.

• Extrapolated muons (ME): In order to make up for the region not covered by the
inner detector 2.5 < |η| < 2.7, extrapolated muon candidates are identified based
only on the muon spectrometer track, which has to be compatible with originating
from the interaction point.

If two kinds of muon candidates share the same track in the inner detector, CB muons are
preferred over ST muons, which in turn are favoured over CT muons. Overlap with ME
muons is resolved by placing requirements on the fit quality and number of hits [84].

Muon Identification

Objects wrongly classified as muons mainly originate from pion and kaon decays. These
decays usually show a “kink” in the reconstructed tracks in the inner detector leading to a
poor fit quality. This can be exploited to reduce such backgrounds by placing requirements
on the normalized χ2 of the combined track fit. Furthermore, decaying charged mesons
lead to a difference in the momentum measurement in the inner detector and the muon
spectrometer. Two variables that characterize this difference are the so-called q/p signifi-
cance, which is defined as the absolute value of the charge to momentum ratio difference in
the inner detector and the muon spectrometer, divided by the combined uncertainty, and
ρ′, which is the absolute value of the difference between the transverse momenta measured
in the inner detector and the muon spectrometer, divided by the transverse momentum of
the combined track. To ensure a good suppression of pion and kaon background as well
as a reliable momentum measurement, quality requirements based on these variables are
placed. In total, four different identification working points are defined:

• Loose: Designed to maximize the selection efficiency. It incorporates all types of
reconstructed muons. The efficiency ranges from 96.7% for muons with low pT to
98.1% for high pT muons.

• Medium: The medium working point minimizes systematic uncertainties from re-
construction and calibration and only utilizes CB muons with a least 3 hits in no
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less than 2 MDT layers and ME muons with hits in at least 2 MDT or CSC layers in
a region of 2.5 < |η| < 2.7. The q/p significance is set to < 7 together with further
compatibility criteria on the momentum measurements in the inner detector and the
muon spectrometer. The efficiency of this working point is computed to be 95.5%
for low pT ranges and 96.1% for higher pT values.

• Tight: The tight working point maximizes purity and considers only CB muons with
hits in at least two layers in the muon spectrometers. The normalized χ2 is required
to be smaller than 8. Still, muons are selected at an efficiency of 89.8% at low pT

and 91.8% at a higher pT range.

• High-pT: This is a dedicated working point which maximizes the momentum reso-
lution for tracks with a very high transverse momentum above 100 GeV [84].

Muon Isolation

Muons which are created directly in the “hard” interaction process very often appear
separately from other particles in the detector, whereas muons from semileptonic hadron
decays mostly are embedded in jets (cf. Sec. 4.3.3). To discriminate these two muon
sources, the activity in the detector close to the reconstructed muon is quantified by two
isolation variables. The so-called track-based isolation variable pvarcone30

T is defined as the
scalar sum of all transverse momenta of tracks with pT > 1 GeV inside a cone around
muon. The size of this cone is determined in dependence of the transverse momentum of
the muon pµT according to the following formula:

∆R = min
(
10 GeV/pµT, 0.3

)
. (4.9)

The calorimeter-based isolation variable Etopocone20
T is determined as the sum of the trans-

verse energy of all topo-clusters (cf. Sec. 4.3.1) within a cone of size ∆R = 0.2 around
the muon, taking corrections due to pileup effects into account. Several isolation working
points are defined based on these two isolation variables. E.g., the FixedCutLoose working
point requires for the track-based isolation pvarcone30

T /pµT < 0.15 and for the calorimeter

based isolation Etopocone20
T /pµT < 0.3 and has close to 100% selection efficiency at transverse

momenta & 30 GeV [84].

4.3.3. Jet Reconstruction and Identification

In ATLAS, the anti-kt algorithm is used for jet reconstruction, which is an iterative com-
bination procedure of jet constituents. It is related to the Cambridge-Aachen and the kt
algorithm, but has the advantage of resulting in jets with circular boundaries while being
collinear and infrared safe. The iteration condition relies on a parameterization of the
distance between the jet constituents, which includes a radius parameter R [85].
For the ATLAS jet reconstruction this radius parameter is usually chosen to be 0.4. In
general, multiple types of four-vector objects can be used as input to the anti-kt algorithm,
resulting in different kinds of reconstructed jets. Topo-clusters built from calorimeter cells,
which are corrected to the EM scale1, were the standard jet seeds for ATLAS analysis until

1The detector response for electromagnetically interacting particles (electromagnetic scale) is different
in ATLAS than that for hadrons (hadronic scale). As a consequence, calibrations are applied to the
calorimeter cells to even out these differences. This can be either achieved by a global method in the
context of jets or in a local method for separate topo-clusters (cf Sec. 4.3.4).
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shortly after the end of run 2. In addition, these topo-clusters are required to originate
from the primary vertex. The primary vertex is identified as the origin of tracks with the
largest sum of squared track momenta. As the position of the the primary vertex differs
for each event, a so-called origin correction is applied to the topo-clusters. The resulting
jets of these reconstruction inputs are referred to as EMtopo jets.

After run 2, the jet reconstruction was further improved by introducing a way of incorpo-
rating more detector information from different subsystems. This so-called particle flow
(PFlow) algorithm makes use of both measurements of the inner tracking detector and the
calorimeter to provide input to the anti-kt algorithm. The energy deposited by charged
particles in the calorimeter is thereby replaced inside the topo-clusters by the match-
ing momentum measurement delivered by the inner tracking systems. With PFlow jets,
the reconstruction efficiency was improved as well as the energy and angular resolution
compared to EMtopo jets [86].

In the course of this thesis, both types of jets will be used.

Jet Energy Scale and Jet Energy Resolution Corrections

Several effects lead to a jet signal different to what is expected by simulations. The jet
energy scale (JES) calibration aims to compensate for that and restore the measured jet
energy to that of simulated jets at truth level. The first calibration step is a correction for
pileup effects. Additional proton-proton interactions during the same bunch crossing (in-
time pileup) or a nearby bunch crossing (out-of-time pileup) cause extra energy deposits
in the detector. Therefore, a correction using the jet area and the transverse momentum
density of an event is performed as well as a correction for residual effects which is esti-
mated via Monte Carlo simulations in dependence on the number of interactions per bunch
crossing and the amount of reconstructed primary vertices per event. Another correction
obtained by the comparison with Monte Carlo simulation is an absolute calibration of the
energy and direction of the jets. Also, a dedicated calibration is performed to improve
the transverse momentum resolution for jets and reduce fluctuations in the detector re-
sponse that originate from the energy distribution inside the jets as well as the nature of
its constituents. As a last step, a in situ calibration is conducted to correct for remaining
differences in between data and simulation using well-measured reference particles such as
photons and Z-bosons [86].

The resolution of the jet energy (JER) is an important input for many analyses involving
jets, but also for the determination of the missing transverse momentum (cf Sec. 4.3.5).
One can divide the origin of the jet energy resolution roughly into three different categories:
Noise, stochastic origins and a constant term. The noise term is caused by electronic noise
in the detector as well as pileup and is therefore independent of the jet to be measured. The
stochastic component takes into account statistical fluctuations in the amount of deposited
energy while the constant term considers fluctuations that pose a constant fraction of the
jet transverse momentum, like energy deposits in non-active material and non-uniform
response in the calorimeter. Besides having a good knowledge of the jet energy resolution,
it is also necessary to make sure that the resolution in data and simulation are in agreement.
To achieve this, a smearing procedure is applied [86].
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Identification of Bottom-Quark-Induced Jets

Discriminating jets originating from b-hadrons against other kinds of jets is a useful tool
for many ATLAS analyses. It relies mainly on the reconstructed tracks of charged particles
in the inner detector and the jets associated to them. Several discriminants are identified
based on track impact parameters and compatibility likelihoods of tracks with the recon-
structed primary vertex. In addition, as muons can occur in b-hadron decays. a soft muon
tagger is employed. Another approach is to identify secondary vertices with the help of
vertex based taggers. All these discriminants serve as inputs to multivariate techniques,
called high-level b-tagging. In this thesis, two high-level b-taggers have been used. One
relies on a boosted decision tree discriminant, called MV2, while the other makes use of a
deep neural network, referred to as DL1 [87].

4.3.4. Tau Reconstruction and Identification

The reconstruction of hadronically decaying τ -leptons is based on the collection of recon-
structed jets in each event. Most hadronic τ -decays involve either one (1-prong) or three
(3-prong) charged mesons. Leptonically decaying τ -leptons are, however, reconstructed as
muons or electrons, respectively.

Tau Reconstruction

Jets, that are considered as τ -candidates, are required to have a transverse momentum
above 10 GeV and must be in a region of |η| < 2.5, with the exclusion of the region
between the barrel and the endcaps 1.37 < |η| < 1.52. τ -vertices are identified as those
track vertices with the largest fraction of momentum of tracks, which are located within
∆R < 0.2 of the jet. Besides using the reconstructed jet and the determining τ -vertex,
quality requirements are set to the τ -candidate’s tracks. The transverse momentum of each
track should be at least 1 GeV and must include a minimum number of hits in the tracking
detector. The minimum distance of the track to the τ -vertex in the transverse detector
plane d0 must be smaller than 1 mm, while the shortest distance in the longitudinal plane
has to fulfil |∆z0 sin θ| < 1.5 mm, with θ being the polar angle and z0 the point of closest
approach along the z-axis. The direction in terms of η and φ of the τ -candidate is obtained
from the τ -vertex as origin and the topo-clusters inside the jet seed. The energy of the
τ -candidate has to be derived through a dedicated calibration scheme [88].

Tau Energy Scale Calibration

Similar to the energy correction for jets, the τ -energy is calibrated to match the average
energy carried by the measured τ -decay products in simulation. The τ -energy scale (TES)
consists of several parts, the first being the so-called baseline calibration. The correction
is applied to the sum of the energy of all topo-clusters in a range of ∆R < 0.2 around the
τ -candidate. This energy (ELC) already has been subject to a local hadronic calibration
(LC, cf Sec. 4.3.3) and is further corrected for energy deposited by pileup (Epileup):

Ecalib =
ELC − Epileup

R(ELC − Epileup, |η|, np)
, (4.10)
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with R being the detector-response calibration factor, which is the Gaussian mean of the
distribution (ELC −Epileup)/Evis

true, derived for each the 1-prong (np = 1) and the 3-prong
(np = 3) case and in dedicated |η|-bins. Evis

true is the energy of the τ -decay products in
simulation excluding neutrinos. Although the baseline calibration shows a good τ -energy
resolution (TER) for higher values of transverse momenta, its performance degrades for
lower pT. Therefore an additional method is employed to improve the resolution also in
the lower parts of the pT-spectrum. With the “Tau Particle Flow” (TPF) algorithm, all
individual charged and neutral hadrons in τ -decays are reconstructed, thus significantly
improving the energy resolution. In order to benefit from both methods, the baseline
calibration and the TPF method are used together with an additional multivariate tech-
nique called boosted regression tree (BRT) exploiting calorimeter and tracking information
[88].

Tau Identification

To separate τ -leptons from quark- or gluon-initiated jets, dedicated boosted decision trees
(BDTs) are trained for 1-prong and 3-prong τ -leptons, based on several track- and topo-
cluster related variables, such as the fraction of the transverse energy deposited in the
calorimeter in a certain region around the τ -candidate, or the sum of transverse energy
deposited in all cells of the topo-clusters associated with the τ -candidate. For the BDT
training, simulated Z/γ∗ → ττ events were used for signal, while dijet events were included
as background. Based on the BDT output scores, three working points with different τ -
selection efficiencies are defined:

• BDT WP Loose: At the loose working point, 1-prong τ -leptons are selected at an
efficiency of 60% and 3-prong τ -leptons at 50%.

• BDT WP Medium: The selection efficiency of τ -leptons at the medium working
point is 55% for 1-prong τ -leptons and 40% for 3-prong τ -leptons.

• BDT WP Tight: 1-prong τ -leptons have a selection efficiency of 45% and 3-prong
τ -leptons 30% at the tight working point.

The reduced efficiencies for the medium and tight working point also come with an in-
creased jet background rejection. Furthermore, the efficiencies are independent of the
transverse momenta of the τ -leptons and (as all the BDT input variables are pileup cor-
rected) also do not depend on the number of interactions per bunch crossing. The BDT-
based identification of τ -leptons was used in ATLAS analysis until shortly after the end
of run 2. The successor of this method is based on a recurrent neural network (RNN),
which comes with a largely improved jet rejection power. The input variables for the
training of the RNN are very similar to those of the BDT. Dijet events were also used
as a background sample for training, while the signal was taken from simulated γ∗ → ττ
events. Four efficiency working points are defined based on the RNN output score:

• RNN WP Very loose: This working point shows a 1-prong (3-prong) τ -selection
efficiency of 95% (95%).

• RNN WP Loose: The loose working points selects 1-prong τ -leptons at an efficiency
of 85% and 3-prong τ -leptons with 75%.

• RNN WP Medium: For the medium working point the selection efficiency is 75%
for 1-prong and 60% for 3-prong τ -leptons.
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• RNN WP Tight: At the tight working point, 60% of the 1-prong τ -leptons and 45%
of the 3-prong τ -leptons are selected.

Applying the defined working points in analyses might yield different results for Monte
Carlo simulations and data. To account for these differences, scale factors are derived by
evaluating the respective efficiencies in data and Monte Carlo simulation via tag-and-probe
measurements. The scale factors are applied to the simulated events afterwards [88, 89].

Another type of object that can imitate a τ -signature are electrons. The suppression of
electron originated τ -fakes is not covered by the BDTs and RNN that are designed for
jet rejection, but it is targeted by two approaches. One exploits the electron likelihood
identification (eLLH) (cf Sec. 4.3.1) and performs an overlap removal between the recon-
structed electron and the τ -candidate. Thereby, a τ -lepton with only a single track and
within ∆R < 0.4 of a reconstructed electron is rejected if the electron fulfils at least the
very loose working point based on the electron likelihood identification. The resulting
efficiency for hadronic τ -leptons is 95%. The other approach again relies on a dedicated
boosted decision tree, separating electrons from hadronically decaying τ -leptons (eBDT).
Two working points, referred to as loose (with 95% selection efficiency for τ -leptons) and
medium (with an efficiency of 85%). Similar to the jet-τ discriminators, scale factors
are calculated from efficiencies measured in tag-and-probe measurements to account for
different behaviour of the working points in events from data and simulated events [88,
90].

4.3.5. Missing Transverse Energy

As the partons involved in the collisions only have momentum in z-direction, the sum
of all resulting particles’ momenta in the transverse plane should also be 0. If it differs
from that value, this is an indication of particles created in the collision being undetected.
This imbalance is referred to as missing transverse momentum. In the Standard Model of
particle physics this effect occurs only for neutrinos, but it is also a commonly expected
signature of many theories beyond the Standard Model, including Supersymmetry, where
e.g. the lightest neutralino would cause missing transverse momentum.

Missing transverse energy or missing transverse momentum (Emiss
T = |~pmiss

T |) is calculated
from two major components. First, all the transverse momenta of the reconstructed “hard”
objects, such as reconstructed electrons, muons, photons, τ -leptons and jets, are summed
up. As the reconstruction algorithms usually are run independently, some signatures in
the detector can be part of multiple reconstructed objects. To avoid double counting,
an overlap removal is performed before calculating the missing transverse energy. After
passing some quality selection criteria, electrons are preferred over other objects in case
of shared tracks or topo-clusters, followed by photons, τ -leptons and jets. Muons are
not part of this overlap removal as they are predominantly identified from signals in
the muon spectrometer and the inner detector. There is, however, a dedicated scheme
to resolve overlap between muons and jets. The second part of the missing transverse
momentum calculation is the so-called soft-term which takes account of all tracks in the
inner detector that origin from the hard-scatter vertex2 but are not associated with one
of the reconstructed hard objects. The derivation of missing transverse momentum can

2The hard-scatter vertex is the primary vertex with the largest sum of transverse momenta of tracks
associated with it. The other reconstructed primary vertices in an event are due to pileup.
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be summarized in the following equation:

~pmiss
T = −

∑
e

~peT −
∑
γ

~pγT −
∑
τ

~pτT −
∑
µ

~pµT −
∑
jets

~pjet
T︸ ︷︷ ︸

hard term

−
∑

unused tracks

~ptrack
T︸ ︷︷ ︸

soft term

. (4.11)

In addition, the azimuthal angle of the missing transverse momentum is determined as:

φmiss = tan−1

(
Emiss
y

Emiss
x

)
, (4.12)

with Emiss
x and Emiss

y being the vector components of the missing transverse momentum
in x- and y-direction, respectively [91].

4.3.6. Overlap Removal

As already mentioned in the context of missing transverse energy reconstruction (cf
Sec. 4.3.5), the algorithms for object reconstruction are mostly run independently from
each other and have access to the same detector information. Therefore, it can occur
that two different objects are reconstructed from the same tracks or topo-clusters. Con-
sequently, a thorough treatment of the overlaps is of utmost importance. The overlap
removal strategy used for the presented analyses is summarized in Tab. 4.3.6. In general
the overlap removal consists of consecutive steps and relies mostly on a requirement on
the distance in ∆R between the two objects and a predefined priority of objects.

Step Removed object Kept object Condition

1 τ electron ∆R < 0.2

2 τ muon ∆R < 0.2

3 electron muon shared track in the ID

4 jet electron ∆R < 0.2

5 electron jet ∆R < 0.4

6 jet muon
number of tracks < 3 and

(ghost-associated or ∆R < 0.2)

7 muon jet ∆R < 0.4

8 jet τ ∆R < 0.2

Table 4.1.: Steps of the overlap removal procedure to avoid ambiguities of the recon-
structed objects. In step 5, a “ghost-association” of jet and muon is mentioned.
For this, the jet reconstruction algorithm is run again with the muon added
with infinitesimal momentum as “ghost” particle. If in the jet reconstruction
the muon-ghost is included inside the jet, the jet and the muon are called
ghost-associated. The same method is used amongst others for the elimination
of muon and jet overlap in the calculation of missing transverse momentum.
[91]
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4.4. Variable Definitions Based on Reconstructed Objects

In the following sections, the most important variables for the presented analyses will be
listed and explained.

4.4.1. Object Multiplicities and Charges

The number of a specific type of object in an event is a crucial information when selecting
for a certain final state. Therefore, the number of τ -leptons, the number of light leptons
(e,µ) and the number of jets are key elements of each selection. If exactly 0 instances of
a certain object type are required, this is referred to as veto. The object multiplicities
can also apply only to a specific selection of objects, such as e.g. the number of τ -leptons
passing the medium BDT working point (N(τmedium)). Additionally, the charges of the
reconstructed particles can play a role, e.g. in requiring oppositely signed electric charge
for two objects, which is referred to as “OS” in contrast to “SS” for events with two objects
carrying charge with the same sign.

4.4.2. Angular Separation Variables

The concepts of pseudorapidity and the ATLAS coordinate system convention have been
introduced in Sec. 3.2.1. The differences in pseudorapidity ∆η as well as the distance in the
azimuthal angle ∆φ between two objects may differ for physical processes and therefore
they can be used as discriminating variables in analyses. Another important use case
of these two variables is in the calculation of ∆R between two reconstructed objects, as
defined in Eqn. 3.5. Furthermore, there is the possibility to calculate the separation in the
azimuthal angle between an object, e.g. a τ -lepton, and the missing transverse energy, for
which also the azimuthal information is available. The notation for such a variable would
be e.g. ∆φ(τ, Emiss

T ).

4.4.3. Kinematic Variables

Most kinematic variables depend in some way on the transverse momenta of reconstructed
objects and/or the missing transverse energy.

Effective Mass

The effective mass is a measure of the “hardness” of the objects appearing in an event.
In the case of the two presented analyses, it is defined as the sum of the absolute values
of the tau momenta in the event and the missing transverse energy:

meff =
∑
τ

|~pT(τ)|+ Emiss
T . (4.13)
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Invariant Mass

The Lorentz-invariant mass of a decaying particle (C) is calculated from the four-vectors
of its (fully reconstructed) decay products (A and B):

p2
C =

(
pA + pB

)2
= m2

inv,C (4.14)

The four-vectors of the decay products A and B can be represented in terms of their
transverse momenta |~pT,A|, |~pT,B|, pseudorapidities ηA, ηB and azimuthal angles φA, φB:

pA/B = |~pT,A/B| ·


cosh ηA/B
cosφA/B
sinφA/B
sinh ηA/B

 (4.15)

In the center-of-mass frame of the decaying particle (φA = −φB = φ and ηA = −ηB = η)
and given that the decay products A and B are relativistic, i.e. mA,mB ≈ 0, the invariant
mass is given as follows:

m2
inv,C = 2 · |~pT,A| · |~pT,B| ·

(
cosh(2η)− cos(2φ)

)
. (4.16)

The invariant mass is especially useful e.g. to suppress processes containing a Z-boson
which decays e.g. into two leptons. In this case, a cut on a certain value of the invariant
mass of the two leptons (or a window between two values of the invariant mass) close to
the Z-mass is often referred to as Z-veto.

Transverse Mass

Usually in measurements, the mass of a decaying particle is inferred by looking at the
invariant mass spectrum. However, this is only possible in the case that all decay products
can be fully reconstructed. If one decay product is not reconstructable, e.g. a neutrino
from a leptonic W -boson decay, the so-called transverse mass can be used. Taking the
example of a W -boson decaying into a τ -lepton and a neutrino, it is defined as follows:

m2
T(τ) = 2 · Emiss

T · pT(τ) ·
(
1− cos(∆φ(τ, Emiss

T )
)
. (4.17)

As the neutrino is only “visible” as missing transverse momentum in the detector, its
impact can only be estimated in the transverse plane. The transverse mass therefore
serves as a projection of the decaying particle’s total energy that is carried away by the
decay products to the transverse plane. Its maximum, as a consequence, is therefore the
mass of the decaying particle and the distribution shows a cut-off at this value. In the
discussed example this corresponds to:

m2
T(τ) ≤ m2

W , (4.18)

and therefore plays a large role, e.g. in selecting or rejecting processes containing a W -
boson. [92] The sum of transverse masses, in the case of multiple objects in an event, can
also be constructed.
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Stransverse Mass

The transverse mass tries to “reconstruct” masses of decaying particles if one of the decay
products contributes to missing transverse energy. But this is not feasible anymore in
scenarios with two particles decaying semi-invisibly. An example for this is the signal
process that is targeted in this thesis, where two staus decay into a τ -lepton and a lightest
neutralino each, which cannot be detected. The so-called stransverse mass or mT2 is a way
to recover some information on the decaying particle’s mass in case of a pair production and
subsequent semi-invisible decay. Suppose, the missing transverse momentum is distributed
in some way to the two lightest neutralinos a and b in the case of direct stau pair production
and decay:

~pmiss
T = ~pT(χ̃0

1,a) + ~pT(χ̃0
1,b). (4.19)

Then, in analogy to Eqn. 4.18, the stau mass would obey the following relation, with τa
and τb originating from the same decay as χ̃0

1,a and χ̃0
1,b, respectively:

m2
τ̃ ≥ max

{
m2

T(τa, χ̃
0
1,a),m

2
T(τb, χ̃

0
1,b)
}
. (4.20)

The splitting of the missing transverse momentum to the two invisible particles is not
known but it is “guessed” by minimization, giving rise to the variable mT2:

m2
T2(τa, τb) = min

~pmiss
T =~pT(χ̃0

1,a)+~pT(χ̃0
1,b)

[
max

{
m2

T(τa, χ̃
0
1,a),m

2
T(τb, χ̃

0
1,b)
}]
. (4.21)

Therefore, by construction, the connection of the stransverse mass to the invariant mass
of the decaying particle is as follows:

m2
T2(τa, τb) ≤ m2

τ̃ . (4.22)

Similar to the transverse mass, the distribution of the stransverse mass for pair-produced,
semi-invisibly decaying particles shows a cut-off at the original particle’s mass which makes
it one of the most important variables for searches for new physics at collider experiments
in general [92].





5. General Aspects of the Search for Stau
Pair Production

5.1. General Analysis Strategy

The ultimate goal of the presented searches is to either find evidence for the production
of stau pairs in the data or, in the case of a lack of events additional to the amount
compatible with the expected Standard Model background, to interpret the result in terms
of a minimum non-Standard Model cross section that can be excluded. More specifically,
the limits on the cross sections are also interpreted as limits for certain stau and neutralino
masses in the simplified model context. To achieve this goal, a region of phase-space has
to be identified with an accumulation of stau pair production events (signal) and as low
contamination from Standard Model processes (background) as possible. These regions,
referred to as signal regions, can be derived by different means of optimization, as is
further elaborated in Sec. 6.2 and 7.3. Ultimately, the simulated events are fitted to data
in these regions, after what is called unblinding. This means that the signal regions
are first designed based entirely on simulated events and only as soon as the analysis
and its strategy are fixed, the events from data are taken into account. This has the
advantage of avoiding any sort of unconscious bias with respect to possible statistical
fluctuations in data. Before performing the fit, however, the simulation of the considered
background is checked in dedicated regions enriched with the respective background, which
are called validation regions. Those regions can be unblinded right away, because it is
ensured that there is no sizeable contribution from signal events. In case of mismodelling
that corresponds to a scaling issue, i.e. there are no large slopes in the ratio of data to
simulation in the kinematic distributions of concern, control regions can be defined, in
which the respective background is normalized during the fit.

There are two distinct iterations of the search for direct stau production at the ATLAS
detector with data taken during run 2 of the LHC. The first was published in [51] and
is presented in Chapter 6. My personal involvement includes the optimization of the
signal region definitions in Sec. 6.2 (together with Chenzheng Zhu) and the construction
of the validation regions in Sec. 6.3.3 (in cooperation with Huajie Cheng), as well as the
determination of the acceptance and efficiency values for each of the signal models in the
signal regions in Chapter 6.7. The second iteration of the analysis proposes improvements
compared to the first one and is outlined in Sec. 7. I was personally responsible for all of
the presented parts of the second search for stau pair production.
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5.2. Statistical Analysis

5.2.1. Statistical Tests

Both the optimization process and the interpretation of the analysis results rely on the
evaluation of statistical tests. In the following, the used concepts are briefly introduced.

Given some collection of experimental data ~x with n observed values (x1, ..., xn) one can
only draw conclusions from in the context of hypotheses H. Usually, there is a null-
hypothesis H0 in contrast to some alternative hypotheses H1, H2, .... In the case of a
counting experiment as presented in Chapter 6 and Chapter 7 with the purpose of finding
a signal in addition to the Standard Model background, the null-hypothesis could e.g.
be the number of events that is expected only from background (n = nb), which is also
referred to as background-only hypothesis. In contrast, the signal+background hypothesis
is the number of events expected in the presence of a signal (n = ns + nb). The natural
way of interpreting the obtained data is to quantify the degree of agreement with the
considered hypotheses. For this, a so-called test statistic is constructed, which depends on
the measured data ~x. Each of the hypotheses H will yield a different probability density
function (p.d.f.) g(t|H0), g(t|H1) etc, based on which a decision for the acceptance or
rejection of a hypothesis can be made. There are different kinds of test statistics, one of
the most intuitive being the so-called p-value. The p-value is defined as the probability
of an experimental result or a more “extreme” one, given a certain hypothesis is true. In
the case of the counting experiment, this corresponds to the probability of observing nobs

or more events in the experiment under the assumption of e.g. the signal+background
hypothesis:

p = P (n ≥ nobs) =
∞∑

n=nobs

f(n|ns, nb). (5.1)

In particle physics the p-value is very often converted into the so-called “significance” Z:

Z = Φ−1(1− p), (5.2)

with Φ−1 being the inverse of the cumulative standard Gaussian distribution. A Gaussian
distributed variable that is found to be Z standard deviations above the mean value
has an upper tail probability equal to the p-value. Per convention, in order to exclude
a signal+background hypothesis the threshold for the p-value is chosen as 0.05, which
corresponds to a significance of 1.64. [70, 93, 94] The significance is also used as a figure
of merit for the optimization of the signal regions in Sec. 6.2 and Sec. 7.3

In an experiment, in which for each of the N events the value of a variable x is measured,
the collected data can be represented as a histogram ~n = (n1, .., nN ). The expected value
in the ith bin is then given by

E[ni] = µsi + bi. (5.3)

The parameter µ is referred to as the signal strength, with µ = 0 being equivalent to
the background-only hypothesis. si and bi are the mean number of entries in the ith bin
originating from signal and background, respectively. Their values depend on a set of
nuisance parameters θ, which can be constrained by constructing another histogram with
a dedicated control sample. This sample should only be populated by background and is
often used to provide information on the background normalization. From the obtained
histograms one can then construct the likelihood function L(µ,θ) as the product of the
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probabilities for all bins, including the bins of the control histogram. A possible test
statistic is then the ratio of the likelihoods:

λ(µ) =
L(µ,

ˆ̂
θ)

L(µ̂, θ̂)
. (5.4)

The numerator represents the maximized likelihood with respect to θ, with the resulting

value being
ˆ̂
θ, while the signal strength is kept fixed at a chosen value. In the denominator,

µ̂ and θ̂ both maximize the likelihood function. The likelihood ratio will take values
between 0 and 1 with larger values corresponding to a better agreement of the data with
the hypothesis of the chosen signal strength. An equivalent choice for a test statistic is to
take the logarithm of λ:

tµ = −2 lnλ(µ). (5.5)

Higher values of tµ correspond to a decrease in compatibility between the data and the
hypothesis of signal strength µ. In the case of attempting to set upper limits on the signal
strength the slightly changed test statistic is used:

qµ =

{
−2 lnλ(µ) µ̂ ≤ µ
0 µ̂ > µ

. (5.6)

This definition makes sure that data with µ̂ > µ is not regarded as less compatible with µ
and is therefore set to 0 in such cases. The agreement of data, represented by an observed
qµ,obs and the hypothesized µ is further characterized by calculating a p-value:

pµ =

∫ ∞
qµ,obs

f(qµ|µ)dqµ, (5.7)

with f(qµ|µ) being the p.d.f. of qµ for a given hypothesized µ, which must be approximated
as shown in [93] or calculated with Monte Carlo toy experiments. [70, 93]

To avoid a wrong exclusion of hypothesis in cases, in which the background-only as well
as the signal+background hypothesis are disfavoured in a lack of sensitivity, e.g. due to a
downward fluctuation in the data, the so-called CLs value [95] is used:

CLs =
pµ
pµ=0

. (5.8)

Exclusion of the hypothesis µ can be claimed if the CLs value is smaller than 0.05 per
convention, corresponding to a confidence level of 95%.

5.2.2. Fit Types

The fits are performed using the HistFitter analysis framework [96]. All uncertainty
sources are taken into account in the form of Gaussian distributed nuisance parameters
in the fit, with their width corresponding to the respective uncertainty’s size. The num-
ber of events in the regions where the fit is performed are treated as Poisson-distributed
variables with their mean values being the expected number of events in these regions.
The likelihood function that is maximized in the fit is composed as the product of the
probability density functions of all the considered regions. There are three different kinds
of fits that are performed:
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• Background-only fit: The background-only fit does not consider any signal con-
tribution and only uses the control regions for the fit, while the signal regions are
treated as validation regions. The free parameters in the fit are the normalization
factors for the backgrounds that are derived in the control regions as well as the
uncertainties.

• Exclusion fit: The exclusion fit is also often referred to as model-dependent limit
fit. The direct stau signal is taken into account in both the signal and the control
regions, which are also included in the fit. The signal contribution is parameterized
by a freely floating normalization factor, the already mentioned signal strength.
Employing a series of toy experiments or using an approximation method, an upper
limit on the signal strength is calculated for each signal model by evaluating the
CLs value in dependence on the signal strength. The upper limit is then given by
the value of the signal strength at which the CLs value drops to 0.05. A signal
model (defined by the masses of the stau and the lightest neutralino) is considered
as rejected if the upper limit on the signal strength is smaller than 1.

• Discovery fit: In the discovery fit (or model-independent limit fit) the one-sided
probability p0 = p(s = 0) under the hypothesis of the absence of signal is calculated
that the observed or a larger amount of data events is found. The smaller this value,
the clearer are the indications for the presence of a non-Standard Model signal. The
value for p0 is determined for all signal regions separately. The control regions are
also included in the fit but under the assumption that they are free of any signal.

5.3. Simulated Processes

Standard Model processes except for the production of multiple jets in the absence of
other reconstructed objects are estimated primarily with Monte Carlo simulations and are
summarized in classes of backgrounds, as introduced in the following. The details on the
employed simulation machinery can also be found here [51].

Z+jets and W+jets

All processes involving a Z-boson (W -boson) produced in the hard scattering in association
with an arbitrary number of jets are summarized as Z+jets (W+jets). The generator and
parton shower used for the Monte Carlo simulation is provided by Sherpa 2.2.1 [97–99].
Comix [100] and OPENLOOPS [101, 102] were used to calculate the matrix elements at
next-to-leading order (NLO) for up to two additional partons and at leading order (LO) for
four additional partons, respectively, before the merging with the Sherpa parton shower.
The parton density function NNPDF3.0NNLO [71] was employed. The cross sections used
for the normalization of the Z+jets and W+jets processes were calculated up to next-to-
next-to-leading order (NNLO).

Top

Processes including the production of a number of top quarks are referred to as Top
background. This involves single top production and top quark pair production (tt̄) as
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well as the associated production of top quarks and a heavy boson (tt̄ + V , tt̄ + H) and
the production of three or four top quarks (multi-top). For single top production and
top quark pair production the PowHeg-Box v2 [103–106] generator is used. The matrix
elements are calculated at NLO. The NNPDF2.3LO [72] is used as the parton density
function set. The parton shower was simulated by Pythia 8.186 [107]. The cross sections
are calculated to next-to-next-to-leading order for tt̄ and to next-to-leading order for single
top production. Events for multi-top production, tt̄ + V and tt̄ + H are generated with
MadGraph5 aMCNLO [108] with the matrix elements calculated at NLO. Pythia 8.186 is
providing the parton shower for all simulations of the Top background.

Multiboson

Events with more than one heavy vector boson are grouped as the multiboson background.
It includes the production of heavy vector boson pairs (diboson: WW , WZ and ZZ) as
well as the production of three vector bosons (triboson). The Sherpa 2.2.1. and 2.2.2 [97,
98] packages are used for event generation and parton showering with NLO accuracy.
Again, the NNPDF3.0NNLO set is used for the parton density function.

Higgs

The production of a single Higgs boson (via vector boson fusion as well as via gluon-
gluon fusion) and the associated production of a heavy vector boson and a Higgs boson
are referred to as Higgs background. For the first, PowHeg-Box v22 was used as event
generator and for the latter, the event generation was provided by Pythia 8.186. The
parton shower was added with Pythia 8.186 in both cases. The associated production of
a Higgs boson with a tt̄ pair is simulated using MadGraph5 aMCNLO. The production
cross sections are taken from [109].

Direct Stau

To probe the analysis for the supersymmetric target process, a grid of simulations has
been created, representing different points in the plane spanned by the masses of the
stau (80-560 GeV) and the lightest neutralino (0-240 GeV). The masses of τ̃L and τ̃R are
assumed to be degenerate. The masses of squarks, gluinos, charginos and the heavier
neutralinos are set to very large value (∼ 100 TeV) such that they are not interfering with
the target process. The events were generated with MadGraph aMC@NLO [108] with the
parton shower added through Pythia 8.186. The matrix elements were calculated with up
to two additional partons and at tree level. As parton density function the NNPDF2.3LO
set was used. A detailed list of used mass points and the corresponding cross sections is
given in the appendix Sec. A. The cross sections have been derived with the Resummino
package [40–44] at next-to-leading order. The signal grid is further illustrated in Fig. 5.1.
To kinematically forbid the production of supersymmetric particles other than staus, all
chargino and neutralino masses were set to a value of 2.5 TeV.



62
CHAPTER 5. GENERAL ASPECTS OF THE SEARCH FOR STAU PAIR

PRODUCTION

100 200 300 400 500 600

 [GeV]τ∼m

0

50

100

150

200

250

300
 [G

eV
]

10 χ∼
m

Simulated Signal Points

(a) First Direct Stau Analysis
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(b) Second Direct Stau Analysis

Figure 5.1.: Each of the blue crosses represents one of the used signal models for the first
and second search for stau pair production in dependence of the stau and
lightest neutralino masses. In the second search, the amount of studied signal
models was increased to cover more of the possible phase space, based on the
results of the first stau search.

5.4. Possible Trigger Strategies

Triggers are an important tool to pre-select events with the final state in consideration.
As for two hadronically decaying τ -leptons and missing transverse energy there are two
kinds of high-level triggers that can be considered, the so-called asymmetric ditau-trigger
and the ditau+Emiss

T -trigger. Both of them are designed to select events with two online
reconstructed τ -leptons. The actual implementation of these triggers in terms of threshold
values can vary throughout the data taking periods but the general selection criteria stay
the same. The asymmetric ditau-trigger is called “asymmetric” because it selects events
with at least two “online” τ -leptons1 with a sizeable difference in the pT thresholds for
the leading and second-leading τ -lepton2. In general the asymmetric ditau trigger’s pT-
thresholds are very high which can be beneficial in terms of background suppression but
it might also cut away signal events with too low transverse τ -momenta. In contrast, the
ditau+Emiss

T -trigger has lower thresholds on the transverse momenta (while also selecting
event with at least two τ -leptons) but in addition it also sets a requirement on the missing
transverse energy in an event.

Because triggers usually are not fully efficient at their threshold value on the online object
(online threshold), there is a regime called turn-on curve before the trigger reaches its
maximum efficiency at some value larger than the online threshold. This marks the be-
ginning of the so-called plateau region in which the efficiency of the trigger stays constant
with respect to the object property that is triggered on, e.g. its transverse momentum.
While the plateau-region is usually well modelled in simulation as the needed corrections
can be applied as a flat factor, this does not necessarily hold for the turn-on region, where
pT-dependent mismodelling can occur. To avoid this mismodelling, usually the selection

1At HLT level, reconstruction algorithms are used to identify objects with the outcome being referred to
as “online” objects. However, the reached efficiency is usually only a fraction of the efficiency quoted
for the so-called offline reconstruction algorithms outlined in Sec. 4.3.

2The term “leading” object refers to the reconstructed particle with the largest transverse momentum in
an event and is denoted as e.g. τ1 in the case of τ -leptons. The second-leading object is accordingly
the reconstructed particle with the second largest transverse momentum in an event, e.g. τ2.
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Trigger Object Property Year Online Threshold [GeV] Plateau Cut [GeV]

asymmetric ditau-trigger

pT(τ1) 2015-2018 80 95

pT(τ2)
2015-2017 50 65

2018 60 75

ditau+Emiss
T -trigger

pT(τ1)
2015-2017 35 50

2018 60 75

pT(τ2) 2015-2018 25 40

Emiss
T 2015-2018 50 150

single muon-trigger pT(µ)
2015 20 22

2016-2018 26 28

Table 5.1.: Online and offline thresholds for ditau- and single muon-triggers.

is chosen such that a cut on the offline reconstructed object is placed at the value at
which the transition of the turn-on region to the plateau region happens. These cuts are
therefore referred to as plateau cuts. In the case of the ditau+Emiss

T -trigger, the efficiency
plateau starts at 150 GeV for an online threshold at 50 GeV. Hence, despite the lower
pT threshold for the reconstructed τ -leptons, the ditau+Emiss

T -trigger introduces already
a very tight selection.

Furthermore, the online reconstructed objects are associated with the offline objects in
a step called trigger-matching by calculating their distance ∆R. This ensures that the
trigger decision is based on the same objects that are used after offline reconstruction.
For example, the trigger could in principle select an event due to only one of the two
leading τ -leptons and a third one that fails some quality criteria in the offline selection.
This can introduce ambiguities e.g. in the application of trigger scale factors. Therefore
trigger matching is employed and a third (baseline, cf. Sec. 6.1 and Sec. 6.2.1) τ -lepton is
vetoed.

The detailed properties of the asymmetric ditau- and the ditau+Emiss
T -triggers are listed

in Tab. 5.1. For the definition of control regions for the production of a W -boson in
association with jets, an event selection with one hadronically decaying τ -lepton and an
isolated muon is used (cf. Sec. 6.3.2, 7.4.1). For this purpose, a so-called single muon-
trigger is used, which only uses the transverse muon momentum for selection, irrespective
of the τ -lepton. Its specifications are also listed in Tab. 5.1.





6. First Search for Direct Stau Production
with the Full Run 2 Dataset

6.1. Object Definitions

In the following, the specific definitions of the used reconstructed objects in this analysis
are explained, based on the description of the reconstruction and identification methods
in Sec. 4.3. In general, objects are split into two categories: “Baseline” and “signal”. The
baseline objects fulfil looser selection criteria than the signal objects.

Tau Leptons

Baseline τ -leptons are chosen from the set of τ -candidates before any identification working
point is applied. Only τ -leptons with a transverse momentum above 20 GeV and within a
pseudorapidity range of |η| < 2.5, excluding the calorimeter transition region 1.37 < |η| <
1.52 are considered. Furthermore, either one (1-prong) or three (3-prong) tracks have to be
associated to the baseline τ -leptons, with a total charge of ±1. Instead of using a specific
working point for identification, the baseline τ -leptons have to yield a BDT score of at
least 0.01 (for the jet rejection BDT). Signal τ -leptons have to pass all the requirements
for baseline τ -leptons and in addition satisfy the medium working point with respect to
the jet rejection BDT as well as for the electron rejection BDT.

Electrons

The baseline electrons reconstructed as explained in Sec. 4.3.1 have to pass the loose like-
lihood identification working point and yield a transverse impact parameter of |z0 sin θ| <
0.5 mm. To fulfil signal criteria, the electrons furthermore should pass the tight likeli-
hood identification working point and the longitudinal impact parameter has to satisfy
| d0
σ(d0) | < 5. For signal electrons, requirements are set as well on the isolation, i.e. they

should pass the Gradient isolation working point. At transverse momenta above 200 GeV
the HighPtCaloOnly isolation working point is applied.

Muons

Muon candidates with a transverse momentum above 14 GeV and within a pseudorapidity
range of |η| < 2.7 are selected as baseline muons if they also exhibit a transverse impact
parameter |z0 sin θ| < 0.5 mm. In addition, signal muons need to show a longitudinal
impact parameter significance of | d0

σ(d0) | < 3. Furthermore, signal muons have to be isolated
according to the FCLoose isolation working point.
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Jets

Jets are selected from the collection of EMTopo jet candidates at a minimum transverse
momentum of 20 GeV and within a range of |η| < 2.8. A “jet cleaning” procedure is
performed to ensure that no jets from sources other than the collision are selected. A jet
vertex tagger at a medium working point is used to avoid selecting jets from secondary
proton-proton interactions. To identify jets originating from a b-quark the MV2 algorithm
is used at an efficiency of 77%.
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6.2. Signal Regions

6.2.1. Preselection

The first step to identifying regions which are suitable to isolate the direct stau signal from
most of the Standard Model background is to apply selections motivated by the signature
of the targeted final state: Two hadronically decaying τ -leptons with oppositely signed
electric charge (OS) in the presence of missing transverse energy. Furthermore, lots of
Standard Model events can already be eliminated by placing requirements determined by
specific signatures of those backgrounds, e.g. the number of b-tagged jets should be set to
0 to suppress Top events (b-veto). Similarly, events containing a Z- or a Higgs boson are
rejected by placing a cut on the invariant mass of the two τ -leptons at > 120 GeV (Z/H-
veto). The collection of these selections together with the trigger selection compose what is
referred to as the preselection and is given in Tab. 6.1. Signal events with larger stau masses
tend to have a larger missing transverse energy. Therefore, the preselection is split into a
“lowMass” region at low values of missing transverse energy and a “highMass” region at
higher missing transverse energies. For the lowMass region, the asymmetric ditau-trigger
as mentioned in Sec. 5.4 is applied, while in the highMass region the ditau+Emiss

T -trigger
is used. The latter comes with an offline threshold at a missing transverse energy of
150 GeV. This requirement is inverted for the lowMass region, in order to keep the regions
orthogonal. Based on the two regions defined by the preselection cuts, the optimization
of the signal regions is performed.

Preselection lowMass Preselection highMass

2 medium (signal) τ -leptons (OS)

veto 3rd baseline τ -lepton

baseline light lepton veto

b-tag veto

Z/H-veto (minv(τ1, τ2) > 120 GeV)

asymmetric ditau-trigger ditau+Emiss
T -trigger

Emiss
T < 150 GeV Emiss

T ≥ 150 GeV

Table 6.1.: Preselection requirements of first direct stau search. The trigger requirements
are understood including the offline thresholds listed in Tab. 5.1.

6.2.2. Optimization and Results

A scan of different combinations of cut variables and cut values is performed and the
significance Z is evaluated for each of these cut combinations. This approach is com-
monly referred to as “cut-and-count” method. The cut variables and values that were
tried during this procedure are listed in Tab. 6.2. The significance is calculated with the
RooStats::NumberCountingUtils package in ROOT [110, 111], taking into account a flat
uncertainty of 30% to account for systematic uncertainties, which are not considered in
detail at this stage of the analysis. The combination with the maximum significance is
chosen if it fulfils the following requirements to ensure sufficient statistics in the signal
regions:
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• The statistical uncertainty on the total background yield should be smaller than
30%.

• There should be at least one (weighted) background event in total left after all cuts
are applied.

One signal region is optimized in the lower Emiss
T -region (SR-lowMass) and one for higher

values of Emiss
T (SR-highMass). The resulting definition of the signal regions is given in

Tab. 6.3 and the respective event yields for all background classes and one of the signal
benchmark points are listed in Tab. 6.4.

Variable
Cut Values

SR-lowMass SR-highMass

τ -identification 2 medium τ -leptons, 1 medium +1 tight τ -lepton, 2 tight τ -leptons

Emiss
T ≥ 30, 50, 60, 75, 80, 90, 100 GeV 150, 160, 170, 180, 200 GeV

mT2(τ1, τ2) ≥ 40, 50, 60, 70, 80, 90, 100 GeV

mT(τ1) + mT(τ2) ≥ 200, 250, 300, 350, 400, 450, 500 GeV

∆R(τ1, τ2) ≤ 2.4, 2.6, 2.8, 3.0, 3.2, 6

|∆φ(τ1, τ2)| ≥ 0.4, 0.5, 0.6, 0.8, 1, 1.2

minv(τ1, τ2) ≥ 120, 130, 140, 150 GeV

pT(τ1) ≥ 95, 100, 110, 120, 130, 140, 150 GeV 50, 55, 60, 65, 70, 80, 90, 100, 120 GeV

pT(τ2) ≥ 60, 70, 80, 90, 100 GeV 40, 45, 50, 55, 60, 70, 80, 90, 100 GeV

Table 6.2.: Cut values scanned during SR optimization. All possible permutations are
evaluated for their significance. The cut combination with the largest signifi-
cance is selected, if the statistical background uncertainty is below 30% and at
least one weighted background event is found in this region.

SR-lowMass SR-highMass

2 tight τ -leptons (OS) 2 medium τ -leptons (OS), ≥ 1 tight τ -lepton

veto 3rd baseline τ -lepton

baseline light lepton veto

b-tag veto

Z/H-veto (minv(τ1, τ2) > 120 GeV)

|∆φ(τ1, τ2)| > 0.8

∆R(τ1, τ2) < 3.2

mT2(τ1, τ2) > 70 GeV

asymmetric ditau-trigger ditau+Emiss
T -trigger

75 < Emiss
T < 150 GeV Emiss

T ≥ 150 GeV

Table 6.3.: Signal region definitions for first direct stau search. The main separation power
originates from the cut on mT2.

The chosen cut combinations are further motivated in so-called N-1 plots. These plots
show the distributions of signal and background with all cuts applied except for the cut
on the variable that is plotted. The behaviour of the significance in dependence of this
variable is used to check the validity of the chosen cuts. The most powerful variable in



6.2. SIGNAL REGIONS 69

SR-lowMass SR-highMass

Z+jets 0.45 ± 0.18 0.040+0.058
−0.04

W+jets 0.00+0.28
−0.00 1.9 ± 1.7

Top 0.041 ± 0.041 1.96 ± 0.87

Multiboson 1.37 ± 0.32 2.57 ± 0.42

Higgs 0.0113 ± 0.0071 –

Multijet 2.87 ± 0.36 1.8 ± 1.6

SM total 4.73 ± 0.59 8.2 ± 2.5

(mτ̃ ,mχ̃0
1
) = (200, 1) GeV 14.16 ± 0.90 19.8 ± 1.3

Table 6.4.: Event yields in SR-lowMass and SR-highMass. Only the statistical uncertain-
ties are taken into account at this stage.

terms of separation of signal and background is mT2. The N-1 plots for mT2 are shown in
Fig. 6.1.

By evaluating the significance for all available signal models, a first estimate of the ex-
clusion sensitivity can be made, which is shown in Fig. 6.2 for both SR-lowMass and
SR-highMass separately and the combination of the two regions. The estimated combined
significance is calculated as

Zcombined =
√
Z2

SR-lowMass + Z2
SR-highMass. (6.1)
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Figure 6.1.: N-1 plots of mT2 for SR-lowMass and SR-highMass. The red arrow indicates
the cut on the mT2 variable itself. The coloured lines correspond to the used
signal benchmark points, for which the stau and the neutralino masses are
given in brackets in the legend. The lower panel shows the significance for a
hypothetical lower cut at each of the bins in the histogram.
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Figure 6.2.: Significance per signal model for SR-lowMass, SR-highMass and their combi-
nation. As mentioned in Sec. 5.2, expected exclusion sensitivity is reached at
a significance value of at least 1.64. This critical value is marked by a black
line.
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6.3. Background Estimation

In the following, the estimation of the contributions of the separate background categories
on top of the Monte Carlo simulations given in Sec. 5.3 will be elaborated in more detail.

6.3.1. Multijet Estimation

Events containing a number of jets originating from strong interaction processes are sum-
marized as multijet background. It contributes to the signal regions with events containing
two jets, being wrongly reconstructed as τ -leptons. Because this type of processes cannot
be calculated perturbatively, a data-driven method called ABCD-method is employed.
The main idea is to design a set of three control regions close to the considered signal
region from which the multijet contribution can be extrapolated. As these control regions
should not contain much signal events, they can be unblinded and the multijet contribu-
tion can be estimated by subtracting the Monte Carlo (MC) generated events for the other
Standard Model backgrounds from the data events. The ratio of multijet contribution is
determined with two control regions (CR-B and CR-C) that are separated from each other
by a certain requirement and from the third control (CR-A) region and the signal region
(SR-D) by another selection. This ratio is referred to as transfer factor and can be applied
to the estimated multijet contribution in the third control region to obtain an estimate
for the multijet contamination in the signal region. The transfer factor is calculated as

T =
Data(C)-MC(C)

Data(B)-MC(B)
. (6.2)

To ensure that the transfer factor is also valid for CR-A and SR-D the selection criteria
separating CR-A from SR-D and CR-B from CR-C must be independent from the require-
ment separating CR-B and CR-C from CR-A and SR-D. In this case, the first criterion
consists of requirements on the τ -identification working point and the relative sign of the
two τ -charges while the latter is composed of cuts on mT2 and the missing transverse en-
ergy. Additionally, two validation regions, VR-E and VR-F, serve to validate the method
and provide information on the effect of small correlations between the previously men-
tioned requirements. The transfer factor is applied to the difference of data and simulated
events in VR-E to estimate the multijet background in VR-F. This estimate is compared
to the actual multijet contribution in VR-F by calculating the difference of data to sim-
ulated events in this region as well. The resulting deviations later-on enter as systematic
uncertainties to the fit.

The ABCD-method as well as the regions definitions are illustrated in Fig. 6.3. More
details to the multijet estimation can be found in [51].

6.3.2. W+jets Estimation

Events with one W -boson and a number of jets contribute by one τ -lepton originating from
the decay of the W -boson and the other one being a misidentified jet. Besides the Monte
Carlo simulation mentioned in Sec. 5.3 two methods are used to improve the reliability of
this background’s estimation. Firstly, it is normalized in a control region in the fit and
secondly the used statistics of simulated events is increased by the τ -promotion method,
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Figure 6.3.: Illustration of ABCD method. The transfer factor T is calculated from the
ratio of the multijet contributions in CR-B and CR-C. It can then be applied
to the multijet contribution in CR-A (VR-E) to obtain an estimate for the
multijet contamination in SR-D (VR-F). [51]

which was specifically developed for this analysis and is briefly described in the following
subsection.

The normalization of the W -background performed in the control region (W-CR) is
checked in a dedicated validation region (W-VR). Both are enriched in W+jets events
and use a selection requiring one signal muon and one medium τ -lepton. The definitions
of both regions are given in Tab. 6.5. In addition to the veto of b-tags, it is required that
no top-tags appear in an event. The top-tagging is based on the mCT variable introduced
in [112].

W-CR W-VR

single muon-trigger (cf. Sec. 5.4)

1 medium tau and 1 signal muon (OS)

pT(τ) > 60 GeV

pT(µ) > 50 GeV

50 < mT(µ) < 150 GeV

minv(τ, µ) > 70 GeV

Emiss
T > 60 GeV

mT(τ) +mT(µ) > 250 GeV

1 < ∆R(τ, µ) < 3.5

b-tag veto

top-tag veto

30 < mT2(τ, µ) < 70 GeV mT2(τ, µ) > 70 GeV

Table 6.5.: W-CR and W-VR definitions. One medium τ -lepton and one signal muon are
required.
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Tau Promotion Method

One limiting factor for the sensitivity for direct stau production in the signal regions (cf.
Sec. 6.2) is that the statistical uncertainty on the number of W+jets events becomes very
large especially for tighter selections. The reason for this is that one of the τ -leptons
in a selected W+jets event has to be a so-called fake τ -lepton, i.e. a jet misidentified
as a τ -lepton. The tighter the chosen τ -identification working point, the less simulated
(unweighted) events will pass the selection, thus leading to an increased statistical uncer-
tainty. The τ -promotion method has been developed to increase the statistics for W+jets
by recovering otherwise rejected events with fake τ -leptons that pass only loser or no τ -
identification requirements. The events have to be reweighted afterwards to restore the
original number of weighted events. The additional weight is calculated through the rate
of fake τ -leptons. The information of whether a reconstructed τ -lepton is actually a jet
(fake τ -lepton) or is correctly reconstructed (true τ) is determined in a process called
truth matching. A τ -lepton is called truth matched if, when accessing the truth informa-
tion stored for the Monte Carlo simulation (cf. Sec. 4.2.3), the reconstructed τ -lepton lies
within a cone of ∆R < 0.2 of a τ -object at truth level. If this requirement is not fulfilled,
the τ -lepton is referred to as fake τ -lepton or non-truth matched τ -lepton. Considering e.g.
an event with one true τ -lepton (from the W -decay) and otherwise no reconstructed object
passing the required τ -identification working point, one randomly chosen fake τ -lepton is
“promoted” to a higher τ -identification working point (medium or tight).

The fake rate or fake efficiency that is needed to reweight the additionally selected weights
afterwards, is measured in bins of pT(τ) and missing transverse energy, as well as for
1-prong and 3-prong τ -leptons separately. It is defined as

ε =
number of non-truth matched reconstructed τ passing signal ID

number of non-truth matched reconstructed τ
, (6.3)

with “signal ID” referring to the considered τ -identification working point, i.e. medium
or tight. After performing the combinatorics, the additional weighting factor for events
with “promoted” τ -leptons is found to be

w =
ε

1− ε
· number of non-signal non-truth matched τ before promotion

number of signal non-truth matched τ after promotion
. (6.4)

The systematic uncertainty introduced by the tau promotion method is estimated by
comparing the event yields of the W+jets sample before and after tau promotion in the
signal regions when applying all selection criteria sequentially. The largest deviation in the
yields of the “nominal” and the “promoted” samples is used as the systematic uncertainty
(2̃5% for both signal regions).

This method is further described in [113].

6.3.3. Estimation of Other Backgrounds

Besides multijet and W+jets events, a large part of the background processes originate
from irreducible backgrounds, which means that they yield the same final state or a final
state indistinguishable from the direct stau signal process. Such processes arise from
Z+jets or Higgs events, in which the Z-boson or the Higgs boson decays into two τ -
leptons, events with two or more vector bosons decaying into τ -leptons and neutrinos
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(multiboson) and partly also events with one or more top quarks (although the latter can
cause events with fake τ -leptons as well, which would qualify as reducible background).
For all these backgrounds, the plain Monte Carlo simulation is taken as an estimate for
their contributions in the signal regions without e.g. a normalization in a control region.
Nevertheless, the modelling of the simulations is checked in dedicated validation regions,
one for each the low-Emiss

T and the high-Emiss
T region, for the background categories of

Z+jets, Top and Multiboson. As the contribution of the Higgs boson background is very
small in the signal regions, no dedicated validation region is needed for this background.
The definitions of the validation regions are listed in Tab. 6.6.

Variable
LowMass HighMass

T-VR Z-VR VV-VR T-VR Z-VR VV-VR

≥ 2 medium τ -leptons (OS), ≥ 1 tight τ -lepton

≥ 1 b-tag b-tag veto ≥ 1 b-tag b-tag veto

minv(τ1, τ2) – < 70 GeV < 110 GeV – < 60 GeV < 110 GeV

∆R(τ1, τ2) > 1.2 < 1 – > 1.2 > 1 –

mT(τ1) +mT(τ2) – – > 250 GeV – – > 200 GeV

mT2(τ1, τ2) > 60 GeV < 60 GeV > 60 GeV > 60 GeV < 60 GeV > 60 GeV

asymmetric ditau-trigger ditau+Emiss
T -trigger

60 < Emiss
T ≤ 150 GeV Emiss

T > 150 GeV

Table 6.6.: Validation region definitions. These regions are used to check the modelling
of the backgrounds with which they are enriched. They are, however, not an
input to the likelihood fit.
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6.4. Systematic Uncertainties

Besides the systematic uncertainties introduced by the ABCD method for the estimation
of the multijet background (Sec. 6.3.1) and the τ -promotion method for the improvement
of the W+jets estimate (Sec. 6.3.2), there are several other uncertainties that have to
be considered. One can distinguish between experimental uncertainties that arise e.g.
through the reconstruction of objects and theoretical uncertainties due to the choice of
the event generator inputs and the background modelling. All systematic uncertainties
enter as nuisance parameters into the fit. The dominant sources of uncertainties are given
in Tab. 6.7.

6.4.1. Overview of Experimental Uncertainties

The main sources of experimental uncertainties in the signal regions are caused by the
identification of τ -leptons and the tau energy scale, as well as the jet energy scale and
resolution. Another contribution is due to resolution and scale of the soft term in the
calculation of the missing transverse energy. Other experimental uncertainties, like uncer-
tainties on the energy resolution, energy scale and identification of reconstructed objects
other than τ -leptons and jets or pileup reweighting, are also taken into account but are
found to be of minor impact to the signal regions (less than 3%).

6.4.2. Overview of Theoretical Uncertainties

The most important theoretical uncertainties are due to the SHERPA event generator
setup used for the background categories of Z+jets, W+jets and multiboson and are
determined by varying the set of parton density functions according to the PDF4LHC
recommendations [114]. Furthermore, variations of the QCD renormalization and factor-
ization scales are taken into account. These uncertainties for W+jets and multiboson
processes are the dominant source of theoretical uncertainties and constitute 2-3% on the
total background yield for the former and 5-6% for the latter in the signal regions.

Uncertainties for the simulation and modelling of events with a top-quark pair (tt̄) arise
through the parton shower and the modelling of initial and final state radiation. The
parton shower uncertainty is evaluated by comparing simulations with the Pythia 8 parton
shower and with the parton shower by Herwig7 [115]. The initial and final state radiation
uncertainties are estimated by varying the radiation settings in the simulation process.

For all background processes as well as the signal samples, uncertainties on the production
cross sections are taken into account.
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Background

Source of systematic uncertainty SR-lowMass (%) SR-highMass (%)

Statistical uncertainty of MC samples 11 21

Tau identification and energy scale 19 10

Normalisation uncertainties of the multi-jet background 13 9

Multijet estimation 6 11

W+jets theory uncertainty 5 8

Multiboson theory uncertainty 5 6

Jet energy scale and resolution 5 8

Emiss
T soft-term resolution and scale 2 2

Total 28 33

Signal

Source of systematic uncertainty SR-lowMass (%) SR-highMass (%)

m(τ̃ ,χ̃0
1) GeV (120, 1) (280, 1)

Tau identification and energy scale 29 14

Statistical uncertainty of MC samples 6 10

Signal cross section uncertainty 4 6

Jet energy scale and resolution 3 2

Emiss
T soft-term resolution and scale 3 < 1

Total 31 18

Table 6.7.: Dominant relative uncertainties. The upper table shows the uncertainties for
the total background yield in the signal regions, while the lower table represents
a benchmark signal point with a stau mass of 120 GeV (280 GeV) for SR-
lowMass (SR-highMass) and a lightest neutralino mass of 1 GeV. The numbers
represent the relative uncertainties after the fit. [51]
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6.5. Results

In the following, the results of the three different fit types are presented. There are two
normalisation factors that are determined inside control regions: One for the multijet
background inside the CR-A from the ABCD method (cf. Sec. 6.3.1) and one for the
W+jets background class inside the control region W-CR (cf. Sec. 6.3.2).

6.5.1. Background-Only Fit

The background-only fit is performed as explained in Sec. 5.2.2, with only the number of
events inside the control regions being subject to the fit and the signal regions treated
as validation regions. The normalisation derived for the multijet background is 1.03 with
an uncertainty of ±0.36. For the W+jets background the normalisation is measured as
0.91 ± 0.12. The resulting number of events and the comparison with observed data
events in the validation region is shown in Fig. 6.4. The number of events after the fit
in the signal and control regions are listed in Tab. 6.8. In all the validation regions a
good agreement of observed and expected events is found. In SR-lowMass more events are
observed than expected while in SR-highMass fewer events have been observed than were
expected. These deviations are, however, not significant as can be seen from Tab. 6.8 and
the mT2 distribution for SR-lowMass and SR-highMass after the fit in Fig. 6.5 [51].

SM process Multijet CR Multijet CR W -CR SR SR

-lowMass -highMass -lowMass -highMass

Multiboson 1.4± 0.6 1.9± 1.0 63± 21 1.4± 0.8 2.6± 1.4

W+jets 13± 4 4+7
−4 850± 70 1.5± 0.7 2.5± 1.8

Top quark 2.7± 0.9 3.3± 1.6 170± 40 0.04+0.80
−0.04 2.0± 0.6

Z+jets 0.25+1.43
−0.25 1.5± 0.8 13± 7 0.4+0.5

−0.4 0.05+0.13
−0.05

Multijet 55± 10 16± 6 – 2.6± 0.7 3.1± 1.4

SM total 72± 8 27± 5 1099± 33 6.0± 1.7 10.2± 3.3

Observed 72 27 1099 10 7

Table 6.8.: Event yields after the background-only fit for the signal and the control re-
gions. The fit is only performed in the control regions, thereby determining
the normalization factors for the multijet and W+jets backgrounds. The given
uncertainties correspond to the combined statistical and systematic uncertainty
on the event yields. The Higgs background was removed from this table due
to negligible contributions. Table adapted from [51].

6.5.2. Model Independent Cross Section Limits

By performing a fit in each of the signal regions separately (still using the control regions)
the expected and observed p0-values are calculated and upper limits on the cross section for
non-Standard Model processes are derived. Tab. 6.9 shows the resulting values together
with the expected event yields of two benchmark signal models for comparison. The
background-only hypothesis cannot be rejected given the calculated p0-values. The upper
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limits on the visible cross section σvis (defined as the product of the production cross
section, the reconstruction efficiency and the selection acceptance) are therefore very small,
namely 0.08 fb for SR-lowMass and 0.05 fb for SR-highMass [51].
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Figure 6.5.: Post-fit mT2(τ1, τ2) in the signal regions. In general the fitted background
expectation agrees well with the observed data. It can be seen that the excess
in SR-lowMass is mainly due to one bin in themT2 histogram. In SR-highMass
the slight overestimation of events can also be attributed to a single bin in
mT2. For comparison, two signal models have been added to the plots as pink
and blue dashed lines. [51]

SR-lowMass SR-highMass

m(τ̃ ,χ̃0
1) = (120, 1) GeV 9.8± 3.1 7.2± 2.2

m(τ̃ ,χ̃0
1) = (280, 1) GeV 5.9± 1.5 14.0± 2.5

p0 0.11 0.50

Expected σ95
vis [fb] 0.055+0.025

−0.014 0.065+0.025
−0.019

Observed σ95
vis [fb] 0.08 0.05

Table 6.9.: Discovery fit results. The p0-value for each of the signal regions is shown as
well as the upper limit on the non-Standard Model cross section. p0 values
larger than 0.5 are truncated at this value. Neither of the p0-values indicates a
disagreement with the background-only hypothesis in the signal regions. The
upper limits on the cross sections are including the acceptance of the signal
region selections and the reconstruction efficiency and are given at 95% confi-
dence level. [51]
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6.6. Interpretation: Model Dependent Limits

Because there is no significant excess of data over the Standard Model expectation observed
in the signal regions, the results can be interpreted in terms of exclusion limits for signal
models depending on the masses of the stau and the lightest neutralino. These limits
are obtained by performing an exclusion fit (or model-dependent limit fit as explained in
Sec. 5.2.2). A signal model is excluded when the signal strength µsig at which the CLs-
value drops below 0.05 (corresponding to a 95% CL) is smaller than 1. The observed
(expected) excluded pairs of stau and lightest neutralino masses are beneath the solid red
(dashed black) line in Fig. 6.6. The yellow band corresponds to the ±1σ variations on the
expected exclusion limits considering all uncertainties except the theoretical cross section
uncertainties for the signal models. The latter are shown separately as the dotted red line
around the observed exclusion limit. Fig. 6.7 shows the same interpretation in terms of
exclusion limits but only taking into account the pair production of the supersymmetric
partner of the left-handed tau lepton [51].

Summarizing the exclusion contours shown in Fig. 6.6 and Fig. 6.7, stau masses can be
excluded between 120 GeV and 390 GeV for massless lightest neutralinos in the context
of the simplified model under consideration and for the combination of τ̃L and τ̃R pair
production. Taking only pair production of τ̃L into account, the excluded stau masses
range from 155 GeV to 310 GeV [51].

Exclusion limits could not be derived for τ̃R pair production separately, however. This
is mainly due to the lower cross section for τ̃R pair production as compared to τ̃L pair
production, despite the acceptance times efficiency being larger for the former due to slight
kinematic differences. The according studies will be shown in Sec. 6.7.
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Figure 6.6.: Exclusion contour for τ̃L and τ̃R pair production. All pairs of stau and lightest
neutralino masses beneath the solid red line are excluded with 95% CL in the
context of the considered simplified model. The dashed black line corresponds
to the expected exclusion limit. The observed limit does not extend to as
low stau masses as the expected limit due to the small excess observed in
the lowMass signal region. Similarly the observed exclusion includes higher
stau masses than the expected limits because there are slightly less observed
events in the highMass signal region than were expected. The yellow band
corresponds to the ±1σ variations. [51]
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stau and neutralino mass points for τ̃R pair production could not be achieved.
[51]
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6.7. Acceptance and Efficiency in the Signal Regions

In the following section, the acceptance and efficiency of the signal regions requirements (cf.
Sec. 6.2) are investigated. This is done for the two signal regions taking the pair production
of the τ̃L and τ̃R eigenstates into account separately as well as their combination.

6.7.1. Acceptance

The signal acceptance α is calculated as the fraction of events that is selected by the
preselection and signal region requirements at truth level:

α =
Number of signal events in SR at truth level

σ · L
. (6.5)

Here, σ is the SUSY production cross section and L the integrated luminosity (139 fb−1).
The resulting values for each signal model are shown for the highMass and lowMass signal
regions in Fig. 6.8 for the combination of both stau eigenstates. For τ̃L and τ̃R pair
production separately, the plots can be found in the appendix in Fig. C.1 and Fig. C.2.
It can be seen that the acceptance tends to be larger for the pair production of the τ̃R
eigenstate than for the τ̃L eigenstate. This is true for both signal regions, although SR-
highMass shows in general better signal acceptance than SR-lowMass.

6.7.2. Efficiency

The signal reconstruction efficiency ε is given by the ratio of signal events in the signal
region at reconstruction level to the signal yield in the signal region at truth level:

ε =
Number of signal events in SR at reco level

Number of signal events in SR at truth level
. (6.6)

The respective values for different signal mass points are shown in Fig. 6.9 for the highMass
signal and lowMass regions for the combined stau eigenstates. The corresponding plots
for separate τ̃L and τ̃R pair production can be found in the appendix in Fig. C.3 and
Fig. C.4. For SR-highMass the reconstruction efficiency has a tendency to be larger than
for SR-lowMass, especially for higher stau masses. However, the lowMass signal region
shows large reconstruction efficiency only at a very small stau mass (< 100 GeV), while
the efficiency is rather similar for the rest of the considered models.

6.7.3. Acceptance×Efficiency

The product of signal acceptance and signal efficiency is calculated as the fraction of
reconstructed events in the signal region among the total number of events:

α · ε =
Number of signal events in SR at reco level

σ · L
. (6.7)
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The results are shown in Fig. 6.10 for the highMass and the lowMass signal regions for the
combination of both stau eigenstates. The plots for the separate eigenstates are given in the
appendix in Fig. C.5 and Fig. C.6. Again, in SR-highMass the product of acceptance and
efficiency is in general larger than for SR-lowMass, especially for stau masses > 250 GeV.

Signal models with large stau masses might in general have better acceptance and efficiency
values in both signal regions than lower stau masses, but it is still not easy to reach
sensitivity for very high stau masses due to the decreasing cross section. Lower stau masses,
though not so much favoured by the current signal region selections, have comparatively
larger cross sections. An extension of the previously shown sensitivity towards lower stau
masses is however necessary as the limits derived by LEP only exclude stau masses up to
about 90 GeV. Similarly, although being preferentially selected in the signal regions, it
was not possible to achieve sensitivity for signal events from τ̃R production separately due
to their much smaller cross section compared to τ̃L pair production.
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Figure 6.8.: Signal acceptance for different stau and neutralino masses in the highMass
and lowMass signal regions for the combined stau eigenstates.
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Figure 6.9.: Signal efficiency for different stau and neutralino masses in the highMass and
lowMass signal regions for the combined stau eigenstates.
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Figure 6.10.: Signal acceptance×efficiency for different stau and neutralino masses in the
highMass and lowMass signal regions for the combined stau eigenstates.



7. An Improved Search for Direct Stau
Production

Although the first analysis of the full dataset taken by ATLAS in run 2 yielded unprece-
dented sensitivity for several models of direct stau production, extending the exclusion
limits on the stau mass to 390 GeV, there is still room for improvement. On the one hand,
it was not possible to extend the sensitivity to stau masses as small as the LEP limit
(≈ 90 GeV). The exclusion limit also leaves a large gap to the kinematically forbidden
region (at mτ̃ > mχ̃0

1
). Furthermore, the studies in Sec. 6.7 are indicating that despite the

small cross section for τ̃R pair production, it might be possible to achieve sensitivity for
this channel as the product of acceptance and efficiency is in general larger for τ̃R than for
τ̃L pair production. Finally, by improving the discrimination of signal and background the
analysis could also increase its sensitivity to models with low production cross sections,
i.e. even larger stau masses.

The analysis presented in the following is aimed at improving some of the previously
mentioned points with respect to the first iteration of the direct stau search.

7.1. Objects Definitions

The definition of objects for this analysis is in most parts identical to that for the first
direct stau search (cf. Sec. 6.1). There are, however, two notable differences that are
related to the improvements of the jet reconstruction and τ -lepton identification, besides
a few minor modifications that will be briefly summarized in the following.

Tau Leptons

The most important difference in terms of object definitions between the two iterations
of the analysis is the availability of an improved τ -identification scheme for the second
iteration, namely four new working points based on an RNN score for the discrimination of
τ -leptons and jets. For τ -leptons at the baseline level, there is only a minimum requirement
for the RNN score of 0.05. To pass signal criteria, the τ -leptons have to pass the medium
RNN working point.

Electrons

Compared to the first analysis iteration, the isolation working point for signal electrons is
changed from the Gradient to the Fixed-Cut Loose working point. For electrons with trans-
verse momenta above 200 GeV the Fixed-Cut HighPtCaloOnly working point is used.

89
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Muons

The definition of muons is identical to that in the first direct stau search with the exception
that the minimum transverse momentum required at baseline level was lowered to 3 GeV
while for signal muons at least 25 GeV are required.

Jets

Another important change with respect to the first analysis iteration is the usage of PFlow
jets instead of EMTopo jets. Furthermore, while in the first direct stau search the MV2
decision tree discriminant for the b-jet identification has been used, the DL1 b-tagger,
based on a deep neutral network, is employed in the second iteration. The efficiency
working point for the b-tagger is still at 77%.
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7.2. Machine Learning and Boosted Decision Trees

The first iteration of the direct stau search relied strongly on the discrimination power of
one single kinematic variable, namely mT2. For the second iteration of the analysis new
discriminators are constructed based on machine learning techniques that can combine the
discrimination power of several variables. Such a new variable would separate signal (the
direct stau events) and background (the Standard Model processes) in an optimized way.
In data science this kind of challenge is referred to as a classification problem.

7.2.1. Classifiers and Boosting

There are many approaches to handle classification problems with machine learning tech-
niques. Perhaps one of the conceptually most straightforward are decision trees. In prin-
ciple decision trees work similarly to the cut-and-count method that was presented in
Sec. 6.2. A kinematic variable with some discrimination power is selected and an opti-
mized cut is placed. Afterwards the background and signal purity below and above the
cut value is checked.1 If the respective purities in the two regions defined by the cut are
below a certain threshold, another variable is selected and a cut value is optimized. This
procedure is iterated until the purity threshold is reached or a given maximum of split-
tings is hit (referred to as maximum depth). Depending on whether a region is pure in
signal or in background, it is referred to as signal-like or background-like. Following the
decision tree steps, events can be classified depending on whether they are selected into
a signal-like or a background-like region. The principle of a decision tree is illustrated in
Fig. 7.1.

In general, it is possible to construct powerful discriminators by means of decision trees
but they quickly hit similar limitations as a cut-and-count strategy, i.e. low statistics in
the final regions (leaf nodes). There are, however, ways to create a strong discriminator
by combining an ensemble of “weak learners”, where a weak learner is a discriminator that
performs only slightly better than random guessing. The principle of (hypothesis) boosting
was first introduced by R. Schapire in 1990 [116]. There are different kinds of boosting,
e.g. adaptive boosting (AdaBoost) [117, 118] which relies on reweighting individual events
after the construction of each decision tree depending on the misclassification of events.
This way, wrongly classified events are considered more strongly for the next decision
tree. After the desired number of decision trees was created, the final discriminator is
constructed as the average over all decision trees.

Another conceptual approach to boosting is to consider this problem as the minimization
of a certain loss function L(y, F (~x)), with y being the label of an event (e.g. −1 for
background and +1 for signal) and F (~x) a function that provides an approximate mapping
of the input features (i.e. variables) to the labels y. There are many possible ways to define
a loss function, e.g. by the difference of the mapped value and the actual label |y−F (~x)|.
For this analysis, the negative binomial log-likelihood function has been used:

L(y, F (~x)) = ln
(
1 + e−2yF (~x)

)
. (7.1)

The minimization of this loss function is performed numerically via the steepest descent
(also gradient descent) algorithm. An essential requirement for this is that the loss func-

1This is only possible if any information on the nature of the events is available, i.e. if events are “labelled”
as signal or background. This type of machine learning is called supervised learning.
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cut 1

cut 2 cut 3

Signal Background

Figure 7.1.: Illustration of the concept of decision trees. The ellipses represent the com-
position of events in a region before a cut is placed. The red colour stands for
signal events while background events are indicated by blue. Cuts are placed
iteratively on different variables in order to increase the purity of signal and
background in the regions until the maximum number of consecutive cuts or
a purity threshold is reached.

tion is differentiable. The gradient of the loss function at the current iteration stage is
calculated and a regression tree is fitted to it. The total discriminator is then updated
with the fitted regression tree, thereby minimizing the loss function at each step. Actually,
the gradient boosting is only applicable to regression problems but can be also used for
classification problems by assigning one regression model per class and interpreting their
outputs as probability for an event to belong to that class.

Another important parameter often used with the iterative creation of classifiers is the so-
called shrinkage or learning rate. It is used to decrease the impact of individual learners on
the total classifier to improve the generalization performance and to reduce overtraining
[119–121].

7.2.2. Setup of a Boosted Decision Tree

Besides external inputs to a boosted decision tree, like the number of iterations (N(trees)),
the maximum depth of the individual trees and the shrinkage (referred to as hyperparam-
eters), there are a few more ingredients to be considered. Concerning the dataset used to
train the classifier, the input variables have to be chosen. This is often done by using shape
plots to assess the discrimination power added by each potential variable beforehand. Fur-
thermore, it might also be beneficial in some cases to apply an event selection prior to
training, e.g. if one particular background (of the total Standard Model background) is
clearly dominating a certain region of phase-space to make sure the BDT considers other
backgrounds and other regions as well. Finally, the problem of generalization has to be
considered as well. As mentioned previously, the shrinkage is used to control the effect
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of overtraining, i.e. the training on statistical fluctuations. If applied to different events
than to those on which the BDT was trained, an overtrained discriminator would yield a
very high misclassification rate, while performing almost perfectly on the training data.
Exactly this means of checking overtraining is employed by dividing the input dataset
into two subsets: One training dataset and one testing dataset. The training is only done
with the former, while the resulting classifier is evaluated on the latter and checked if
the performance is sufficiently similar for the two subsets. These comparisons are usually
done in terms of plots, e.g. by comparing the output scores directly or the ROC curves2,
as well as quantitatively, e.g. by comparing the misclassification rates. It is also possible
to use a Kolmogorov-Smirnov test to determine whether the output score distributions
are sufficiently similar. The test result can be interpreted as a probabilistic statement as
to whether the hypothesis of the two distributions being the same is to be rejected. A
very small Kolmogorov-Smirnov test statistic indicates a good agreement of the two dis-
tributions. In this analysis, the Kolmogorov-Smirnov tests are performed with the SciPy
library. [122, 123]

All the ingredients of a BDT mentioned previously are in principle subject to optimization.
The hyperparameters are optimized by consecutively testing different combinations of
hyperparameter values and thereby maximizing the accuracy (correctness of classification)
and the ROC value3. The sample fractions used for training and testing are determined by
balancing the background and the signal samples. For the signal sample, a fixed fraction
of 80% (20%) is used for training (testing). As there are typically more background
events available than signal events, the fraction of background events used for training
is adjusted to approximately match the number of signal training events. The remaining
background events are used for testing. As the choice of kinematic variables at each stage
of the training is optimized for separation power anyway, in principle every variable can
be passed to the BDT. However, with the help of variable rankings it can be determined
which variables were selected most often and thus had the largest impact on the training
result. [124]

The training and evaluation of classifiers for this analysis has been performed by using
functionalities from the scikit-learn machine learning library [125].

2Receiver Operating Characteristic: The ROC curve shows the background rejection as a function of
the signal acceptance. For a maximal discrimination of signal and background, the shape of the curve
would resemble a square. A “discriminator” based on random guessing would yield the diagonal of that
square as its ROC curve.

3The ROC value is the area under the ROC curve, which is normalized to 1. A large ROC value is usually
an indication for good discrimination power.
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7.3. Signal Region Optimization and Definition

As the signal models show notably different kinematic behaviour in dependence on the
stau mass (and also on the mass difference of stau and lightest neutralino), a similar strat-
egy is used as in the first iteration of the direct stau search: A distinction is made between
the “lowMass” and the “highMass” regime (in reference to the stau mass). Therefore,
two discriminators in the form of boosted decision trees are required, one for each regime,
which are called LowMassBDT and HighMassBDT. The main difference between these
two BDTs is that they are trained on different sets of signal models. While the LowMass-
BDT is trained for stau masses between 80 and 160 GeV, stau masses between 360 and
440 GeV are used for the HighMassBDT training. The input for the background class
consists of the Monte Carlo simulations introduced in Sec. 5.3 and a data-driven estimate
for the multijet background, which will be explained in more detail in Sec. 7.4.5. Both
BDTs are trained with events selected by the asymmetric ditau-trigger. To help avoiding
overtraining, the trigger plateau cuts are removed for training to increase the training
dataset. The specifications and optimized hyperparameters as well as pre-training selec-
tions for the BDTs are listed in Tab. 7.1 and Tab. 7.2. The lists of input variables and
their ranking are given in Tab. D.1 and Tab. D.2 in the appendix. The individual discrim-
ination power of the input variables can be checked from shape plots, which are shown in
the appendix in Sec. D.2. The linear correlation parameters between each input variable
pair can be found in the form of matrices in Sec. D.3. The output scores and ROC curves
are shown in Fig. 7.2. The upper plots of Fig. 7.2 show the normalized distribution of the
output scores for signal (red) and background (blue) and for both testing (filled area) and
training (lines) datasets. In addition, the resulting Kolmogorov-Smirnov test statistic is
given for the comparison of the testing and training scores for both signal and background.
In all cases, the Kolmogorov-Smirnov test yields a very small value which indicates that
the distributions are compatible and suffer from negligible overtraining. This can also be
observed from the ROC curves, which are plotted for both the testing and training dataset
as well. The area under the curve is not only very large for both BDTs (thus indicating a
good separation power), it is also in good agreement for the training and testing dataset.
The histograms in Fig. 7.3 show again the BDT output scores but evaluated on the full
dataset and stacked for all backgrounds and a few signal benchmark models. Some of the
bins at lower BDT scores, where the signal contamination is very small, are unblinded
to check the agreement of data and background expectation. The lower panel of these
plots shows the evolution of the significance with rising BDT output score for the signal
benchmark models.

Based on these output scores, the signal regions for the fit setup can be defined. For the
highMass signal region (SR-highMass) a cut on a HighMassBDT score of 0.9 has been
optimized. This signal region will be used for both the exclusion and the discovery fit.
The LowMassBDT shows a very smooth rise in significance with increasing score for lower
stau mass points, which is not as steep and localized in the highest score bins as for the
HighMassBDT (for higher stau masses). Especially signal models with lower stau masses
seem to benefit not only from very high output scores but also from upper intermediate
output scores above 0.5. For this reason, a shape fit of the LowMassBDT score at > 0.5
is performed in four equidistant bins to derive model-dependent limits. Since it is not
possible to perform a discovery fit in more than one bin, an “alternative” SR-lowMass
region is designed for obtaining model-independent limits. For this region, a cut on the
LowMassBDT score is optimized for significance and placed at > 0.75. In addition, the
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lowMass and highMass signal regions are separated by a cut on the missing transverse
energy at 150 GeV. The definitions for the signal regions can be found in Tab. 7.3 and
Tab. 7.4. The expected number of background events as well as the expected yield for some
signal benchmark models are given in Tab. 7.5 for the SR-lowMass shape fit and in Tab. 7.6
for the SR-lowMass discovery region and SR-highMass. The expected significances for all
regions are shown in Fig. 7.4.

Parameter Setting

Model GradientBoost

N(trees) 500

Maximum Depth 3

Shrinkage 0.1

Loss function “deviance” (cf. scikit-learn documentation [125])

Signal

80 ≤ mτ̃ ≤ 160 GeV

1 < mχ̃0
1
< 100 GeV

τ̃Rτ̃R and τ̃Lτ̃L

Background Z+jets, W+jets, Multiboson, Multijet

Selection (pre-training)

asymmetric ditau-trigger (without plateau cuts)

at least two medium τ -leptons

OS

∆R(τ1, τ2) < 4

mT2(τ1, τ2) > 30 GeV

mvis(τ1, τ2) > 80 GeV

Table 7.1.: Training setup for the Direct Stau LowMassBDT. Only signal mass points with
80 ≤ mτ̃ ≤ 160 GeV and mχ̃0

1
≤ 100 GeV have been used for training. The

signal samples are split randomly into subsets of 80% training events and 20%
testing events. The number of background events for training is chosen such
that it is in the same order of magnitude as the number of training events for
the signal sample. The remaining background events are used for testing. For
the estimation of the multijet background a simplified ABCD method has been
employed (cf. Sec. 7.4.5). The plateau cuts are not applied for training in order
to increase the number of training events. This makes the training procedure
less prone to overtraining. The trigger plateau cuts are, however, applied after
training for the SR-, CR- and VR-definitions.
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Parameter Setting

Model GradientBoost

N(trees) 500

Maximum Depth 3

Shrinkage 0.01

Loss function “deviance”

Signal

360 ≤ mτ̃ ≤ 440 GeV

1 < mχ̃0
1
< 40 GeV

τ̃Rτ̃R and τ̃Lτ̃L

Background Z+jets, W+jets, Multiboson, Top, Multijet

Selection (pre-training)

asymmetric ditau-trigger (without plateau cuts)

at least two medium τ -leptons

OS

mvis(τ1, τ2) > 80 GeV

Table 7.2.: Training setup for the Direct Stau HighMassBDT. Only signal mass points
with 360 ≤ mτ̃ ≤ 440 GeV and mχ̃0

1
≤ 40 GeV have been used for training.

The signal samples are split randomly into subsets of 80% training events and
20% testing events. The number of background events for training is chosen
such that is is in the same order of magnitude as the number of training events
for the signal sample. The remaining background events are used for testing.
For the estimation of the multijet background a simplified ABCD method has
been employed (cf. Sec. 7.4.5).

SR highMass SR lowMass (exclusion)

2 medium (signal) τ , OS

asymmetric ditau trigger

3rd baseline τ veto

light lepton veto

b-veto

mT2(τ1, τ2) > 30 GeV

pT(τ1) > 95 GeV

pT(τ2) > 65 GeV

mvis(τ1, τ2) > 80 GeV

– ∆R(τ1, τ2) < 4

Emiss
T > 150 GeV Emiss

T ≤ 150 GeV

hmBDT > 0.9 0.5 < lmBDT < 0.625 0.625 < lmBDT < 0.75 0.75 < lmBDT < 0.875 lmBDT > 0.875

Table 7.3.: Signal region definitions for the exclusion Fit. “hmBDT” and “lmBDT” are
short for HighMassBDT and LowMassBDT, respectively.
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Figure 7.2.: BDT output scores and ROC curves. The upper plots show the normalised
output scores for the LowMassBDT and the HighMassBDT for the training
(line) and the testing dataset (filled area) as well as for signal (red) and
background (blue). A Kolmogorov-Smirnov test is performed to determine
the compatibility of the training and testing distributions. It returns a KS
test statistic, which indicates good agreement at very small values. The two
plots in the lower row show the ROC curves for both BDTs again for the
training (red line) as well as for the testing (blue line) dataset. Both curves
show good agreement, which can also be seen from the areas under the curve
calculated for the training and testing set. Both the LowMassBDT with an
area under the curve of 0.9 and the HighMassBDT with 0.97 show furthermore
a good separation power of signal and background.
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Figure 7.3.: BDT output scores. These two plots correspond to the evaluation of the BDTs
on the full available dataset for the Standard Model backgrounds and a few
signal benchmark models. Some of the lower bins in the plot also show data
events which agree very well with the Standard Model expectation. The lower
panel of these plots shows the significance in dependence of the output score.
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SR highMass SR lowMass (discovery)

2 medium τ , OS

asymmetric ditau trigger

3rd baseline τ veto

light lepton veto

b-veto

mT2(τ1, τ2) > 30 GeV

pT(τ1) > 95 GeV

pT(τ2) > 65 GeV

mvis(τ1, τ2) > 80 GeV

– ∆R(τ1, τ2) < 4

Emiss
T > 150 GeV Emiss

T ≤ 150 GeV

hmBDT > 0.9 lmBDT > 0.75

Table 7.4.: Signal region definitions for the discovery fit. The SR-highMass definition
is the same as for the exclusion fit. “hmBDT” and “lmBDT” are short for
HighMassBDT and LowMassBDT, respectively.

Bin 1 Bin 2 Bin 3 Bin 4

Z+Jets 17.0± 8.4 5.8± 4.1 2.3± 1.5 1.4+2.1
−1.4

W+Jets 12.7± 8.7 1.0+7.2
−1.00 4.6± 4.3 6.4± 5.4

Top 1.99± 0.57 3.84± 0.87 5.13± 0.92 1.79± 0.57

Multiboson 3.38± 0.68 3.50± 0.66 4.00± 0.73 2.80± 0.59

Multijet 4.2± 2.3 9.5± 2.3 8.7± 3.2 3.1± 1.1

Higgs 0.0156± 0.0058 0.45± 0.43 0.0032± 0.0027 0.030± 0.026

total SM 39± 12 24.0± 8.7 24.7± 5.7 15.5± 6.0

(mτ̃ ,mχ̃0
1
) = (120, 1) GeV 8.69± 0.60 11.44± 0.68 23.27± 0.98 38.32± 0.58

Z (+30% syst) 0.17 0.53 1.56 2.18

(mτ̃ ,mχ̃0
1
) = (80, 1) GeV 14.0± 1.3 13.7± 1.3 21.0± 1.6 19.0± 1.5

Z (+30% syst) 0.43 0.68 1.41 1.44

(mτ̃ ,mχ̃0
1
) = (360, 1) GeV 0.188± 0.051 0.496± 0.086 0.88± 0.11 4.1± 1.5

Z (+30% syst) 0.00 0.00 0.00 0.14

Table 7.5.: Expected pre-fit event yields for Direct Stau SR-lowMass (exclusion). The
uncertainties correspond to the statistical uncertainty only. For the calculation
of the significance for the shown benchmark signal points a flat systematic
uncertainty of 30% on the background yield is assumed.



100 CHAPTER 7. AN IMPROVED SEARCH FOR DIRECT STAU PRODUCTION

0

0.5

1

1.5

2

2.5

100 150 200 250 300 350 400 450
 [GeV]τ∼m

0

20

40

60

80

100

120

140

160

180

200

220

240

 [G
eV

]
10 χ∼

m

0

0.5

1

1.5

2

2.5

0

0.5

1

1.5

2

2.5

2.2 3.0 3.2 3.2 2.9 2.7 2.2 2.0 1.4 1.1 0.8 0.6 0.4 0.3 0.1 0.1

1.5 2.6 3.0

1.1 2.0 2.2 2.6 2.3 2.1 1.9 1.4 1.1 0.8 0.6 0.4 0.2 0.2

0.0 0.8 1.7 1.9

0.6 1.1 1.6 1.7 1.5 1.3 0.7 0.5 0.1

0.2 0.9 1.1 1.3 1.0 1.0 0.7

0.0 0.5 0.7 0.8 0.8 0.8 0.4 0.1

0.3 0.6 0.7

0.2 0.4 0.5 0.3 0.1

0.2 0.1

-1
 Ldt=139 fb∫=13 TeV  s

(a) SR-lowMass (exclusion region)
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(b) SR-lowMass (discovery region)
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(c) SR-highMass
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Figure 7.4.: Expected exclusion range for the signal regions. For the lowMass exclusion
signal region the sum of the squared significances of each bin was used to
estimate the total significance. The expected significance is colour-coded and
the critical value for exclusion (1.64) is marked by a black contour.
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SR-highMass SR-lowMass (discovery)

Z+jets 0.51± 0.32 3.7± 2.5

W+jets 0.43± 0.36 10.9± 6.9

Top 0.21± 0.21 6.9± 1.1

Multiboson 1.21± 0.31 6.80± 0.94

Multijet 0.01± 0.21 11.8± 3.4

Higgs – 0.033± 0.026

total SM 2.36± 0.66 40.2± 8.2

(mτ̃ ,mχ̃0
1
) [GeV] (200, 1): 8.90± 0.32 (120, 1): 61.6± 1.6

Z (+30% syst) 2.96 2.63

(mτ̃ ,mχ̃0
1
) [GeV] (360, 1): 6.70± 0.30 (360, 1): 5.01± 0.27

Z (+30% syst) 2.34 0.07

(mτ̃ ,mχ̃0
1
) [GeV] (440, 1): 4.46± 0.16 (80, 1): 40.0± 2.2

Z (+30% syst) 1.62 1.79

Table 7.6.: Expected pre-fit event yields for Direct Stau SR-highMass and the SR-lowMass
discovery region. The uncertainties correspond to the statistical uncertainty
only. For the calculation of the significance for the shown benchmark signal
points a flat systematic uncertainty of 30% on the background yield is assumed.
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7.4. Background Estimation

Apart from the multijet background, which is estimated in a data-driven way, all back-
ground estimates rely on Monte Carlo simulations. The estimates of the most important
backgrounds have to be evaluated in regions different to the signal regions but nevertheless
in a kinematic region close to the SRs to infer the quality of the modelling of these back-
grounds in the SRs (validation regions). If there are mismodelling that can be corrected
by scaling the affected background this can be done in dedicated control regions. As the
signal region definition relies almost exclusively on the output scores of the HighMassBDT
and the LowMassBDT, these two scores are also used to identify validation regions for the
respective backgrounds and control regions if necessary.

If a control region is needed, the general strategy is as follows: The control region is placed
at low BDT output scores, while the corresponding VRs reside at higher LowMassBDT or
HighMassBDT scores. The validation regions do not necessarily have to be statistically
independent of each other. The lowMass validation regions are placed at a missing trans-
verse energy < 150 GeV to be closer to the lowMass SR in its definition. However, due to
lack of statistics at Emiss

T > 150 GeV, this cut is loosened to a lower value for the highMass
validation regions. Both the VRs and the CRs are separated from the signal regions by
the inversion of one of the SR definition cuts. This strategy is used for the W+jets and
the Top backgrounds and is illustrated in Fig. 7.5.

For the Z+jets background, no large mismodelling is found. Therefore, two Z+jets en-
riched validation regions are defined, which are not used in the fit. Instead, the cross
section uncertainty for Z+jets is used as a nuisance parameter in the fit.

The multiboson background, besides yielding the same final state as the signal, shows also
very similar kinematics to the stau signal. In addition, the production cross section of
two or more weak vector-bosons is very low compared to other Standard Model processes
with similar final states as Z+jets and W+jets. This makes it very difficult to isolate
the multiboson background with enough purity and sufficient statistics while still keeping
the signal contamination low. Nevertheless, a validation region has been designed for this
background, which shows good agreement of observed and expected events. As this is
the case, a control region for the normalisation of this background is not necessary for
the fit and the uncertainty on the production cross section is used instead as a nuisance
parameter for this background.

Background processes containing Higgs bosons pose a very small contribution in all control
and signal regions. Therefore, this background is modelled by the bare Monte Carlo
simulation, without defining a dedicated control or validation region. The production
cross section is however taken into account as a nuisance parameter in the fit.

In the following sections, details on the definition and modelling performance in the control
and validation regions for the various background categories are given.
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Figure 7.5.: Illustration of the CR and VR strategy. A control region is defined at low
scores of both the LowMassBDT and the HighMassBDT. The highMass (low-
Mass) validation region is located at higher output scores of the HighMassBDT
(LowMassBDT). The VRs do not necessarily have to be orthogonal to each
other.

7.4.1. W+jets Estimation

The W+jets background is normalised in a control region W-CR, which is defined based
on an event selection with one isolated muon and one medium τ -lepton. With this re-
quirement, the region is orthogonal to the signal regions (exactly two τ -leptons). The
control region covers the entire range of Emiss

T while an upper cut on the LowMassBDT
is applied as well as on the HighMassBDT at an output score of 0.5. The lowMass val-
idation region (W-VR lowMass) is defined by a lower cut at LowMassBDT score at 0.5
and a maximum Emiss

T of 150 GeV. The highMass validation region (W-VR highMass) is
located at Emiss

T values above 50 GeV and a HighMassBDT score of at least 0.5. The exact
definitions are given in Tab. 7.7. Like in the first iteration of the analysis, a top-tag veto
is employed in addition to the b-tag veto to suppress the Top background in these regions
more effectively. The requirement on the transverse mass of the muon further improves
the purity of the W+jets background. Because of the selection of an isolated muon, the
improved jet rejection of the new τ -identification working point, as well as the lower cut on
mT2(τ, µ), the contribution of multijet events in these regions is negligible. The respective
event yields for each region are listed in Tab. 7.8. Some kinematic distributions for W-CR,
W-VR lowMass and W-VR highMass are shown in Fig. E.1, Fig. E.2 and Fig. E.3 in the
appendix, respectively.
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W-CR W-VR lowMass W-VR highMass

1 medium τ , 1 signal µ, OS

single µ trigger

veto 2nd baseline µ and τ

baseline electron veto

b-tag veto

top tag veto

50 < mT(µ) < 150 GeV

mT2(τ, µ) > 30 GeV

pT(τ) > 50 GeV max
[
pT(τ), pT(µ)

]
> 95 GeV pT(τ) > 50 GeV

pT(µ) > 50 GeV min
[
pT(τ), pT(µ)

]
> 65 GeV pT(µ) > 50 GeV

mvis(τ1, τ2) > 80 GeV mvis(τ, µ) > 120 GeV –

– Emiss
T ≤ 150 GeV Emiss

T > 50 GeV

LowMassBDT Score < 0.5
LowMassBDT Score > 0.5 HighMassBDT Score > 0.5

HighMassBDT Score < 0.5

Table 7.7.: W+jets CR and VR Definition. The selection is based on the requirement
of one isolated muon and one medium τ -lepton, which makes the regions sta-
tistically independent of the signal regions. To suppress events from the Top
background, a top tag veto is applied in addition to the b-tag veto. The top-
tagging is the same as used for the first analysis iteration and is based on the
mCT variable as described in [112]. In this selection, the muon is most likely
to originate from the W -boson while the τ -lepton is a misidentified jet. There-
fore, the requirement on the transverse mass of the muon further enhances the
purity of the W+jets background in these regions.
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7.4.2. Top Estimation

Events containing one or more top quarks pose an important background in some of the
lowMass SR bins. This background is normalised in a control region (Top-CR) which is
located at LowMassBDT values between 0.25 and 0.5 and HighMassBDT scores below 0.05.
For the validation regions a cut on Emiss

T is applied at ≤ 150 GeV for the lowMass validation
region (Top-VR lowMass) and at > 80 GeV for the highMass validation region (Top-VR
highMass). Furthermore, there are lower cuts on the BDT scores for the validation regions,
namely at LowMassBDT score > 0.5 for Top-VR lowMass and at HighMassBDT score
> 0.05 for Top-VR highMass. All of the Top enriched regions are statistically independent
of the signal regions by the inversion of the b-tag veto (N(b-tags) ≥ 1), which also ensures
the purity of the Top background in these regions. The detailed list of cuts for the top
control and validation regions is given in Tab.7.9, with the respective number of events
in Tab. 7.10. Some kinematic distributions for Top-CR, Top-VR lowMass and Top-VR
highMass are shown in Fig. E.4, Fig. E.5 and Fig. E.6, respectively, in the appendix.

7.4.3. Z+jets Estimation

The production of a Z-boson in association with jets poses an irreducible background
to the direct stau final state with two hadronically decaying τ -leptons. Two valida-
tion regions, enriched with Z+jets events, are defined. The cut on the invariant mass
of the two τ -leptons in the signal regions is inverted to increase the number of Z+jets
events. Additionally, an upper cut on the LowMassBDT at 0.2 (Z-VR lowMass) and on
the HighMassBDT score at 0.5 (Z-VR highMass) are placed together with a cut on the
missing transverse energy. A detailed definition of the Z+jets validation regions is given
in Tab. 7.11. The event yields in the two regions are listed in Tab. 7.12. Some kinematic

W-CR W-VR lowMass W-VR highMass

Z+jets 249± 50 5.4± 2.1 0.06+0.16
−0.06

W+jets 4330± 430 337± 49 16.1± 4.9

Top 105.0± 4.0 20.0± 1.8 1.59± 0.67

Multiboson 145.1± 5.0 22.8± 1.7 1.61± 0.49

Higgs 3.8± 1.4 0.77± 0.77 –

total SM 4830± 430 386± 49 19.35± 5.01

Data 4138 357 16

Data/MC ratio 0.856± 0.078 0.93± 0.13 0.83± 0.30

(mτ̃ ,mχ̃0
1
) = (200, 1) GeV 0.602± 0.082 1.52± 0.13 0.757± 0.092

(mτ̃ ,mχ̃0
1
) = (120, 1) GeV 2.64± 0.33 2.16± 0.30 0.53± 0.15

(mτ̃ ,mχ̃0
1
) = (360, 1) GeV – 0.149± 0.047 0.131± 0.042

Table 7.8.: Pre-fit event yields in W+jets CR and VRs. The ratio of data and simulated
events in this region is around 0.9. The normalisation of W+jets is performed
in the W-CR. The given uncertainties correspond to the statistical uncertainties
only. The multijet background is removed from this table as its contribution
is negligible in these regions.
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Top-CR Top-VR lowMass Top-VR highMass

2 medium τ , OS

asymmetric ditau trigger

3rd baseline τ veto

light lepton veto

≥ 1 b-tag

mT2(τ1, τ2) > 30 GeV

pT(τ1) > 95 GeV

pT(τ2) > 65 GeV

mvis(τ1, τ2) > 80 GeV –

– Emiss
T ≤ 150 GeV Emiss

T > 80 GeV

0.25 < LowMassBDT Score < 0.5
LowMassBDT Score > 0.5 HighMassBDT Score > 0.05

HighMassBDT Score < 0.05

Table 7.9.: Top CR and VR Definition. The regions are orthogonal to the signal regions
by inversion of the b-tag veto. The invariant mass cut primarily reduces con-
tributions from Z+jet.

T-CR T-VR lowMass T-VR highMass

Z+jets 1.60± 1.2 0.20± 0.53 0.76± 0.23

W+jets 0.8+1.0
−0.8 2.7± 1.4 1.7± 1.3

Top 36.2± 2.5 29.3± 2.2 17.2± 1.7

Multiboson 0.230± 0.080 0.15± 0.15 0.36± 0.10

Multijet 0.16+0.86
−0.16 0.00+0.66

−0.00 0.23+0.63
−0.23

Higgs 0.0578± 0.0097 0.0412± 0.0070 0.170± 0.032

total SM 39.1± 2.8 32.5± 2.7 20.4± 2.2

Data 34 25 17

Data/MC ratio 0.87± 0.16 0.77± 0.17 0.83± 0.22

(mτ̃ ,mχ̃0
1
) = (200, 1) GeV 0.096± 0.031 0.506± 0.076 0.645± 0.085

(mτ̃ ,mχ̃0
1
) = (120, 1) GeV 0.30± 0.11 0.89± 0.20 0.46± 0.14

(mτ̃ ,mχ̃0
1
) = (360, 1) GeV 0.031± 0.024 0.068± 0.031 0.314± 0.068

Table 7.10.: Pre-fit event yields in Top CR and VRs. The ratio of observed to expected
Standard Model events is around 0.85. The T-CR is used to normalise the Top
background in the fit. The given uncertainties correspond to the statistical
uncertainties only.
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distributions of Z-VR lowMass are shown in Fig. E.7 and in Fig. E.8 for Z-VR highMass.

Z-VR lowMass Z-VR highMass

2 medium τ , OS

asymmetric ditau trigger

3rd baseline τ veto

light lepton veto

b-veto

mT2(τ1, τ2) > 30 GeV

pT(τ1) > 95 GeV

pT(τ2) > 65 GeV

mvis(τ1, τ2) < 100 GeV mvis(τ1, τ2) < 120 GeV

Emiss
T ≤ 150 GeV Emiss

T > 100 GeV

LowMassBDT Score < 0.2 HighMassBDT Score < 0.5

Table 7.11.: Z+jets VR Definitions. A high purity in Z+jets events is achieved by setting
an upper cut on the invariant mass of the two τ -leptons. The lowMass Z-
VR is defined at low LowMassBDT scores and the highMass Z-VR at low
HighMassBDT scores.

7.4.4. Multiboson Estimation

Events with more than one vector boson are the dominant background in the highMass
signal region. A validation region MB-VR is defined based on a selection with two tight
τ -leptons. The MB-VR lies at HighMassBDT scores below 0.9 and has an inverted cut
on the invariant mass of the two τ -leptons compared to the signal regions. Therefore,
the signal contamination in this region is very small. Because of the requirement of the
two tight τ -leptons, events containing one or more fake τ -leptons are largely rejected.
This leads to the W+jets and multijet backgrounds being negligible in this region. The
definition of MB-VR is given in Tab. 7.13 and the event yields are listed in Tab. 7.14. Some
kinematic distributions in this region are given in Fig. E.9 in the appendix.

7.4.5. Multijet Estimation

The estimation of the multijet background is performed in two slightly different ways,
which also serve two slightly different purposes. One of them is via the ABCD method,
as it has been already described in Sec. 6.3.1. In this version of the ABCD method,
the estimation is done based on mT2(τ1, τ2) and τ -identification working point and tau
charge requirements. A loose τ -identification working point (excluding medium and tight
working points) for oppositely charged τ -leptons in a logical “or” with the requirement
of the two τ -leptons to have the same charge sign (passing a τ -identification working
point of at least “loose”) is defining the multijet enriched control and validation regions,
CR-B, VR-E and VR-A. For the regions CR-C, VR-F and preSR-D two at least medium
τ -leptons are required with oppositely signed charge. The control regions in which the
transfer factor is calculated are further defined by 10 < mT2(τ1, τ2) < 20 GeV. CR-A and
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Z-VR lowMass Z-VR highMass

Z+jets 548± 15 28.2± 4.5

W+jets 1.82± 0.80 0.49± 0.30

Top 0.66± 0.39 0.60± 0.29

Multiboson 17.55± 0.87 7.81± 0.74

Multijet 14.2± 2.9 0.00± 0.49

Higgs 5.24± 0.95 2.32± 0.81

total SM 587± 15 39.5± 4.6

Data 565 34

Data/MC ratio 0.962± 0.047 0.86± 0.18

(mτ̃ ,mχ̃0
1
) = (200, 1) GeV 0.099± 0.033 0.407± 0.067

(mτ̃ ,mχ̃0
1
) = (120, 1) GeV 0.164± 0.082 0.43± 0.14

(mτ̃ ,mχ̃0
1
) = (360, 1) GeV 0.034± 0.021 0.262± 0.060

Table 7.12.: Pre-fit event yields in Z+jets VRs. The Monte Carlo simulation yields a
sufficiently good modelling of the Z+jets background, as can be seen from the
kinematic distributions in Sec. E.3 in the appendix. The quoted uncertainties
are statistical uncertainties only.

Multiboson-VR

2 tight τ -leptons (OS)

3rd baseline tau veto

b-veto

asymmetric ditau trigger

mT2(τ1, τ2) > 10 GeV

mvis(τ1, τ2) < 120 GeV

mT(τ1) +mT(τ1) > 270 GeV

∆R(τ1, τ2) < 4

0.02 < HighMassBDT Score < 0.9

Table 7.13.: Multiboson VR Definition. To reduce background events with jets misiden-
tified as τ -leptons, the required τ -identification working point is raised to
“tight”. It is furthermore located at intermediate and lower values of the
HighMassBDT score and therefore orthogonal to the highMass signal region.
This is not strictly necessary for a validation region in general, but this way
the signal contamination in this region is also reduced. Furthermore, the
invariant mass cut is inverted compared to the signal regions.
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Multiboson-VR

Z+jets 6.8± 1.2

W+jets –

Top 0.261± 0.053

Multiboson 7.61± 0.72

Multijet –

Higgs 1.31± 0.65

total SM 16.0± 1.5

Data 16

Data/MC ratio 1.00± 0.27

(mτ̃ ,mχ̃0
1
) = (200, 1) GeV 0.261± 0.045

(mτ̃ ,mχ̃0
1
) = (120, 1) GeV 0.045± 0.045

(mτ̃ ,mχ̃0
1
) = (360, 1) GeV 0.380± 0.072

Table 7.14.: Pre-fit event yields in the Multiboson VR. The requirement of the two τ -
leptons passing the tight identification working point reduces the W+jets
and multijet background to a negligible level. The contribution of Z+jets is
almost as large as the multiboson contribution. It is however very difficult
to separate these backgrounds further without losing too many events in this
region. As the Z+jets simulation itself showed good performance in the Z-
VRs, the very good agreement of observed and simulated events also testifies
for a good multiboson modelling.
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the preliminary SR-D are located at values of mT2(τ1, τ2) > 30 GeV. In-between are the
validation regions VR-E and VR-F: 20 < mT2(τ1, τ2) < 30 GeV. The detailed list of cuts
for the various ABCD-regions is given in Tab. 7.15. In each region, except pre-SR-D, the
multijet contribution is assumed to be the difference of the observed data to the Monte
Carlo simulated Standard Model background. The transfer factor is defined as the ratio
of the multijet contribution in CR-C and CR-B. If mT2(τ1, τ2) and the τ -identification
and sign requirements were completely uncorrelated, the exact same transfer factor would
apply to CR-A and pre-SR-D, and to VR-E and VR-F as well. The correlation is shown in
Fig. 7.7(a) by drawing the normalised mT2(τ1, τ2) distributions for the multijet estimate
(i.e. the difference in yields from data and Standard Model simulation) in the loose
τ -identification or same sign regions (CR-B, VR-E and CR-A) and in the medium τ -
identification and opposite sign regions (CR-C, VR-F, and small parts of pre-SR-D). If
the ratio of these (normalised) distributions is compatible with unity, the correlation is
small and it is sufficient to include it as a systematic uncertainty in the fit. The systematic
uncertainty on the transfer factor due to correlation is estimated by calculating the transfer
factor again in VR-E and VR-F and evaluating the difference. In addition, a statistical
uncertainty on the transfer factor is also taken into account. The resulting transfer factors
are given in Tab. 7.16. The modelling of the resulting distributions after deriving the
multijet estimation with the ABCD method can be checked not only in the validation
region, but also in pre-SR-D, as this preliminary signal region is defined in a rather loose
way such that the signal contamination is very small. The corresponding plots are shown in
the appendix in Sec. E.5.2 for pre-SR-D and in Sec. E.5.3 for VR-F. The multijet estimate
used for the distributions in VR-F has been derived using the transfer factor calculated
from CR-B and CR-C as well. A detailed table with all the event yields per Standard
Model process per region is given in Sec. E.5.1.

Although the modelling appears good in the plots, this method has one caveat: By es-
timating the multijet contribution in each region as the difference of data and Standard
Model simulation, all Monte Carlo events in CR-A enter the multijet estimate for pre-SR-
D with a negative sign. The multijet background should be part of the background class
in the training of the BDTs. As BDTs change the weights of the input events during the
training, an event weight that is already negative from the very beginning of the training
can degrade the BDTs performance notably.4 To avoid this problem, the ABCD method
is modified into a “simplified” version: Instead of applying the transfer factor directly to
the difference of data and simulation events, the data events are scaled to represent the
number of multijet events. The transfer factor is then applied to the scaled data events.
The weight factor used to scale the data in CR-A is calculated as follows:

W =
Data(A)−MC(A)

Data(A)
. (7.2)

A condition for this to work is that the mT2(τ1, τ2) distributions for data and the data
to simulation difference deviate not too much from each other, i.e. that they show the
same shape. This is checked in the normalised plot in Fig. 7.7(b). The ratio of the two
normalised distributions is compatible with one, and therefore it is legitimate to use a
single weight factor for the scaling of the data in CR-A. As a consequence of using scaled
data events, the multijet estimate does not introduce any negatively weighted events to
the BDT training. The good modelling performance of this slightly modified ABCD

4A similar argument holds for events with very large weights. Events with weights > 50 are therefore
excluded from the training but re-included in the evaluation.
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method can be verified by the kinematic distributions in pre-SR-D and VR-F shown in
the appendix in Sec. E.5.4. The simplified ABCD method is illustrated and summarized in
Fig. 7.6. For the final analysis results, however, the original version of the ABCD method
is used to avoid introducing additional systematic uncertainties.

When evaluating the background contributions to the four bins of the SR-lowMass it can
be seen that multijet events pose one of the most important backgrounds in all of these
bins. Therefore, the modelling should be more thoroughly tested in a multijet enriched
region. As VR-F does not yield a good purity in multijet events and is also already used
to derive the systematic uncertainty on the multijet estimate, an additional validation
region for multijet events is defined in Tab. 7.17. The respective number of events for
background and observed data as well as for a few signal benchmark points are given in
Tab. 7.18. From this table as well as from the corresponding kinematic distributions in
the appendix in Sec. E.5.6 good agreement of the expected background and data can be
observed.

CR-A VR-E CR-B pre-SR-D VR-F CR-C

asymmetric ditau trigger without plateau cuts

2 τ -leptons passing at least loose τ -ID

light lepton veto

2 loose (not medium) τ -leptons (OS) OR 2 loose τ (SS) 2 τ -leptons passing at least medium τ -ID

mT2 > 30 GeV 20 < mT2 < 30 GeV 10 < mT2 < 20 GeV mT2 > 30 GeV 20 < mT2 < 30 GeV 10 < mT2 < 20 GeV

Table 7.15.: Region definitions for the ABCD method. mT2(τ1, τ2), the τ -identification
working points and the relative sign of the τ -charges are used to define the
regions.

Transfer factor (calculated from CR-B and CR-C) 0.158± 0.021

Transfer factor (calculated from VR-E and VR-F) 0.123± 0.025

Weight factor (calculated from CR-A) 0.773± 0.014

Table 7.16.: Transfer factors from CRs and VRs in the ABCD method and the weight
factor for the simplified ABCD method with their respective statistical uncer-
tainty. The transfer factor calculated in VR-E and VR-F is used to estimate
the systematic uncertainty on the transfer factor due to correlation of the
requirements in the ABCD region definition.
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CR A
Data*WF

VR E
Data*WF VR F

CR B
Data-MC

CR C
Data-MC

TF

TF

TF

2 loose (not medium) 
taus or 2 loose SS taus

2 medium OS taus

10 GeV

30 GeV

T2

20 GeV

pre-SR D

m

Figure 7.6.: Illustration of the simplified ABCD Method. Instead of applying the transfer
factor to the difference of data and simulation events, the data is scaled by a
weight factor to the expected number of multijet events in CR-A. This way,
the performance of the BDT training is improved by avoiding a large number
of events with negative weights. In the regions CR-B and CR-C the difference
of data and simulated events is still used for the calculation of the transfer
factor. A separate weight factor is derived for VR-E in the same way as
for CR-A before determining the multijet estimate in VR-F by applying the
transfer factor.
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Figure 7.7.: Correlation and shape checks for the (simplified) ABCD method. The left
plot shows the correlation of the requirements on mT2 and charge sign and
τ -identification used to define the regions for the ABCD method. It is found
to be negligible such that it enters the analysis as a systematic uncertainty.
The right plot shows the agreement of the mT2(τ1, τ2) shapes for data and the
difference of data and simulated events in CR-A, thus justifying the use of a
single weight factor to scale data in the simplified ABCD method.

Multijet-VR

2 medium τ (OS)

asymmetric ditau trigger

light lepton veto

b-veto

mvis(τ1, τ2) > 120 GeV

mT2(τ1, τ2) > 30 GeV

∆R(τ1, τ2) > 3

Emiss
T < 50 GeV

LowMass BDT score < 0.4

Table 7.17.: Multijet-VR definition. In addition to the regions used in the ABCD method,
a validation region enriched with multijet events is defined. It serves to check
the modelling of the multijet estimate as this background is dominant in the
SR-lowMass bins.
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Multijet-VR

Z+jets 8.5± 6.4

W+jets 20.0± 8.1

Top 1.92± 0.55

Multiboson 1.75± 0.41

Multijet 58.6± 3.6

Higgs 0.0082± 0.0050

total SM 91± 11

Data 84

Data/MC ratio 0.92± 0.15

(mτ̃ ,mχ̃0
1
) = (200, 1) GeV 0.397± 0.068

(mτ̃ ,mχ̃0
1
) = (120, 1) GeV 1.10± 0.21

(mτ̃ ,mχ̃0
1
) = (360, 1) GeV 0.035± 0.021

Table 7.18.: Expected pre-fit event yields for the multijet-VR. There is good agreement
of observed and expected events with a ratio of data and expected events
compatible with unity. Kinematic distributions for this region can be found
in the appendix in Sec. E.5.6.
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Normalisation factor

µTop 0.867± 0.213

µW 0.844± 0.089

Table 7.19.: Normalisation factors for W+jets and Top as derived during the background-
only fit.

7.5. Fit Setup and Results

7.5.1. Systematic Uncertainties

In principle, the same sources of systematic uncertainties need to be taken into account
as in the first direct stau search (cf. Sec. 6.4). Apart from an updated scheme for the jet
energy resolution systematics, the same experimental systematic uncertainties are consid-
ered. The theoretical uncertainties are included as flat uncertainties in the fit and will be
replaced in the further progress of the analysis. The magnitudes of these flat uncertainties
are motivated by the theoretical uncertainty evaluation for the first analysis iteration.

7.5.2. Background-Only Fit

Only the W-CR and T-CR defined in Sec. 7.4.1 and Sec. 7.4.2 are used for the fit, while
the signal regions are treated as validation regions. The normalisation factors for the
W+jets and the Top backgrounds obtained from the fit are given in Tab. 7.19. Additional
information on the fit result can be found in the appendix in Sec. F.1. The results of the fit
parameters are applied in all validation regions and signal regions. The agreement of the
observed and the expected number of events after the fit is checked for every region. All the
expected event yields in the validation regions agree with the observed ones within ±0.5σ
or even less as can be seen in Fig. 7.8. The signal regions, though treated as validation
regions in the background-only fit, are still blinded. The exact event yields can also be
seen in the appendix in Tab. F.1 for the Top CR and VRs, Tab. F.2 for the W+jets CR
and VRs, Tab. 7.20 and Tab. 7.21 for the signal regions and Tab. F.3 for the remaining
validation regions. The most important systematic uncertainties after the fit for each
region are shown in Tab. 7.22.

7.5.3. Model Independent Cross Section Limits

To set model independent limits, an arbitrary signal parameter µsig is included. An upper
limit scan is performed in a certain range of µsig and the CLs is evaluated for each scan
point. This way, an upper limit for any additional (non-Standard Model) process can be
derived. The values of µsig at which CLs > 0.05 corresponds to the number of additional
events in the signal region that can be explained by a statistical fluctuation of the Standard
Model background. This number of events can then be converted to an effective cross
section σvis that can be excluded. Below CLs = 0.05, the number of additional events
can be excluded. As the actual data taken by ATLAS in 2015-2018 is not yet viewed
in this analysis, only the background expectation from the background-only fit is used.
The determination of model-independent limits is performed for SR-highMass and the
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SR-lowMass (exclusion region) Total Bin 1 Bin 2 Bin 3 Bin 4

Post-fit background events 98± 27 37± 19 23± 16 23± 10 14.3± 6.8

Post-fit Z+jets events 27± 19 17± 13 5.8+8.0
−5.8 2.3+5.3

−2.3 1.4+2.2
−1.4

Post-fit W+jets events 20.7± 8.9 10.7± 9.9 1+12
−1 3.8+6.0

−3.8 5.4± 3.8

Post-fit Top events 11.0± 3.8 1.72± 0.91 3.3± 1.6 4.4± 1.8 1.55± 0.88

Post-fit Multiboson events 13.7± 4.6 3.4± 1.8 3.5± 2.0 4.0± 1.6 2.8± 1.4

Post-fit Higgs events 0.50± 0.37 0.016+0.027
−0.016 0.45± 0.36 0.003+0.026

−0.003 0.030+0.031
−0.030

Post-fit Multijet 25.4± 7.8 4.2± 1.7 9.4± 4.2 8.7± 3.0 3.1± 1.4

Pre-fit Standard Model events 103± 29 39± 21 24± 18 25± 11 15.5± 7.5

Pre-fit Z+jets events 27± 19 17± 13 5.8+8.0
−5.8 2.3+5.4

−2.3 1.4+2.2
−1.4

Pre-fit W+jets events 25± 10 13± 12 1+14
−1 4.6+7.1

−4.6 6.4± 4.4

Pre-fit Top events 12.8± 3.1 1.99± 0.94 3.8± 1.6 5.1± 1.7 1.79± 0.92

Pre-fit Multiboson events 13.7± 4.6 3.4± 1.8 3.5± 2.0 4.0± 1.6 2.8± 1.4

Pre-fit Higgs events 0.50± 0.37 0.016+0.027
−0.016 0.45± 0.36 0.003+0.026

−0.003 0.030+0.031
−0.030

Pre-fit Multijet 25.4± 7.9 4.2± 1.7 9.5± 4.2 8.7± 3.0 3.1± 1.4

Table 7.20.: Events yields pre- and post-fit for the SR-lowMass bins (exclusion region).
The given uncertainties correspond to the combined statistical and systematic
uncertainties.

SR-lowMass (discovery region) SR-highMass

Post-fit background events 38± 14 2.27± 0.85

Post-fit Z+jets events 3.8+6.8
−3.8 0.51± 0.35

Post-fit W+jets events 9.2± 7.9 0.36± 0.13

Post-fit Top events 6.0± 2.3 0.18± 0.12

Post-fit Multiboson events 6.8± 2.5 1.21± 0.58

Post-fit Higgs events 0.033± 0.016 –

Post-fit Multijet events 11.8± 3.9 0.010± 0.0029

Pre-fit Standard Model events 40± 15 2.36± 0.88

Pre-fit Z+jets events 3.7+6.9
−3.7 0.51± 0.35

Pre-fit W+jets events 10.9± 9.3 0.43± 0.14

Pre-fit Top events 6.9± 2.1 0.21± 0.13

Pre-fit Multiboson events 6.8± 2.5 1.21± 0.58

Pre-fit Higgs events 0.033± 0.016 –

Pre-fit Multijet events 11.8± 3.9 0.0079± 0.0030

Table 7.21.: Events yields pre- and post-fit for SR-highMass and the SR-lowMass discovery
region. The given uncertainties correspond to the combined statistical and
systematic uncertainties.
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Figure 7.8.: Post-fit event yields for all SRs, CRs and VRs. The observed data has not
yet been unblinded for the signal regions. The overall agreement of observed
and expected events in the validation regions is within ±1σ or even less. In
the control regions, the observed and expected event yields agree perfectly
per construction, due to the normalisation performed on the respective back-
grounds in these regions.

Source of uncertainty SR-highMass [%] SR-lowMass (excl.) [%] SR-lowMass (disc.) [%]

Statistical uncertainty of simulation 28 12 20

Multiboson theory uncertainty 16 4 5

Z+jets theory uncertainty 9 11 4

Emiss
T soft term resolution and scale 9 9 16

Tau energy scale and resolution 8 6 7

Multijet estimation < 1 6 7

Jet energy scale and resolution 5 5 14

Tau Identification 4 2 1

Total 38 28 38

Table 7.22.: Dominant uncertainties in the signal regions after the fit. It has to be noted
that due to correlations among the systematic uncertainties, the individual
uncertainty sources generally might not result in the total uncertainty when
added in quadrature.
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discovery region SR-lowMass separately. The results are shown in Tab. 7.23. The upper
limit scans are shown in the appendix in Sec. F.2.

Expected σ95
vis [fb]

SR-lowMass (discovery) 0.199+0.059
−0.046

SR-highMass 0.032+0.021
−0.009

Table 7.23.: Result of the model independent upper limit scan. The upper limit at 95%
CL for the effective non-Standard Model cross section is given separately for
SR-highMass and the lowMass discovery signal region.
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7.6. Interpretation: Model Dependent Limits

The observed data events are not yet unblinded in this analysis. However, if there is no
reason to reject the background-only hypothesis, also the signal+background hypothesis
can be tested for particular stau pair production models. The signal is parameterized
by the signal strength µsig in the fit. An upper limit scan is performed by varying the
signal strength parameter and checking the CLs value for each of these variations. If
the CLs value drops below 0.05 at a signal strength < 1, the considered signal model
can be excluded at 95% CL. The CLs values and the amount of excluded points can be
illustrated in the plane of stau mass and the mass of the lightest neutralino, which is shown
in Fig. 7.9. In addition, separate upper limit scans have been performed for the separate
stau eigenstates. The exclusion contour for τ̃L pair production is given in Fig. 7.10 and in
Fig. 7.11 for τ̃R pair production. In these figures, the dashed black line shows the expected
exclusion contour, assuming that the background estimate is exactly correct. The yellow
band corresponds to the ±1σ uncertainty for the exclusion limit.

In comparison to the first search for stau pair production, the exclusion contour now covers
stau masses as low as 80 GeV, which means that the highest masses that LEP could exclude
for τ̃R could come into exclusion reach with LHC run 2 data for the combined τ̃L and τ̃R

pair production. The exclusion power is also increased for higher neutralino masses and
stau masses. For comparison, the observed exclusion contour for the first analysis iteration
is also shown as shaded grey area in the plot. Concerning the τ̃L eigenstate, the exclusion
contour has also extended notably towards lower stau masses compared to the result of the
first analysis iteration, while also covering stau masses up to 350 GeV for a near-massless
lightest neutralino. Because of the much smaller cross sections, it is more difficult to
achieve exclusion sensitivity for the pair production of τ̃R separately than for τ̃L. A CLs
value of < 0.05 for signal strengths below unity was, however, derived for a few models
with a very light neutralino and stau masses between 120 GeV and 230 GeV, although from
Fig. 7.11 no expected exclusion of these points within −1σ is visible. However, a close look
at the upper limit scans in Fig. 7.12 shows that there is an expected exclusion within ±1σ
as the graph for +1σ traverses the 0.05 CLs line at a signal strength of approximately
0.9 for stau masses of 120 GeV and 160 GeV with near to massless neutralino. This is not
visible of Fig. 7.11 as it is “smoothed out” in the interpolation process that derives the
contours from the individual CLs values of the considered models.

The upper limit scans for some benchmark points for the combined and separate eigenstate
scenarios can be viewed in the appendix in Sec. F.3.
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Figure 7.9.: This plot shows the expected exclusion power of the second search for stau
pair production with the dashed black line. The yellow band corresponds
to the ±1σ uncertainty. The shaded grey area corresponds to the observed
exclusion contour of the first stau search as shown in Fig. 6.6 and in [51]. (Due
to a small and not significant excess in data in the lowMass SR the observed
exclusion in the low stau mass area was weaker than expected for the first stau
search.) Comparing the two contours, the sensitivity to stau pair production
could be extended not only to lower stau masses and models with a smaller
mass difference between stau and lightest neutralino, but also to higher stau
masses.
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Figure 7.10.: Exclusion contour for the production of τ̃L pairs. This plot shows the ex-
pected exclusion power of the second search for τ̃L pair production with the
dashed black line. The yellow band corresponds to the ±1σ uncertainty. The
shaded grey area corresponds to the observed exclusion contour of the first
stau search as shown in Fig. 6.7 and in [51]. Comparing the two contours,
the sensitivity to stau pair production could be extended notably to lower
stau masses.
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Figure 7.11.: Exclusion contour for the production of τ̃R pairs. This plot shows the ex-
pected exclusion power of the second search for τ̃R pair production with the
dashed black line. The yellow band corresponds to the ±1σ uncertainty.
Up to now, separate exclusion sensitivity for the pair production of the τ̃R

eigenstate could not be achieved. In this analysis, stau masses of 120 GeV
to 230 GeV are narrowly expected to be excluded for nearly massless light-
est neutralinos. The ±1σ band covers the entire area under the contour.
The individual upper limit scans for stau masses of 120 GeV and 160 GeV in
Fig. 7.12 show, however, that there is actually an expected exclusion within
±1σ. The reason for this being not visible is the smoothing of the curves
in the interpolation process which derives the contours from individual CLs
values of the models.
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Figure 7.12.: Upper limit scans for a τ̃R-mass of 120 and 160 GeV. These plots show
that for these two models of τ̃R pair production there is expected exclusion
sensitivity within the ±1σ uncertainty (green band).
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7.7. Short Term Outlook

The next step in the presented analysis would obviously be to look at the observed ATLAS
data taken in 2015-2018. The main reason for postponing this step is a bug in the merging
step (cf. 4.2.2) of the simulation software affecting the signal simulation for this analysis
iteration. The first iteration is not affected. This bug has only been discovered shortly
before the submission of this thesis and its impact is currently under investigation. First
studies on truth-level concerning this issue are shown in the appendix in Sec. G. From
these studies it can be concluded that a large impact by a correction of this bug is not
to be expected for models with higher stau masses. However, the sensitivity for low stau
masses could potentially be decreased. To fully understand the magnitude of this effect,
all of the signal simulations have to be re-generated and newly evaluated, which is beyond
the time scale of this thesis.





8. Conclusion

This thesis presented two approaches to search for the direct pair production of the su-
persymmetric partners of the τ -lepton in events with two hadronically decaying τ -leptons,
and their respective (expected) results. For both analyses the full dataset taken by the
ATLAS detector at the LHC in 2015-2018 was used.

The first approach relies on the so-called cut-and-count signal region optimization method,
which scans through different combinations of cut variables and values, thus maximizing
the significance for the chosen benchmark signal models. This way, two signal regions
have been designed – one sensitive to signal models with low stau masses (SR-lowMass)
and the other with larger sensitivity for models with high stau masses (SR-highMass). In
the definition of these regions, the mT2 variable played a crucial role. The W+jets back-
ground is normalized in a control region and its statistics are enhanced by the τ -promotion
method. Events containing multiple jets without any leptonic objects are estimated with
a data-driven ABCD-method. In this analysis, no significant deviation from the expected
Standard Model background was observed in data. The signal+background hypothe-
sis was tested in model-dependent simultaneous fits of signal and control regions. For
stau masses between 120 GeV and 390 GeV for a massless neutralino LSP and neutralino
LSPs up to 140 GeV the signal+background hypothesis could be rejected at 95%. The
signal+background hypothesis was also tested for a signal consisting solely of τ̃L pair pro-
duction. This hypothesis could be rejected between 150 GeV and 320 GeV with neutralino
LSP masses up to 70 GeV at 95% CL.

The next aim was to extend the sensitivity of the first stau analysis in multiple directions:
Improvements in the lower stau mass phase-space were necessary to come within reach of
the the LEP results (which could exclude τ̃R masses up to 90 GeV), while also pushing
the sensitivity to even larger stau masses. To achieve this, two boosted decision trees
were optimized and trained to deliver a new variable with which the stau signal could be
effectively separated from most background events. Again, one BDT was dedicated to the
discrimination of signal models with lower stau masses from background (LowMassBDT),
while the other was designed especially for higher stau masses (HighMassBDT). Based
on the LowMassBDT, four bins were defined that were used in a shape fit, as well as
one region used particularly for the model-independent analysis. Another signal region
was defined at high scores of the HighMassBDT. The W+jets and Top backgrounds were
normalised in dedicated control regions. Again, a data-driven ABCD-method was used to
estimate the contribution from multijet events. So far, no comparison with observed data
could be made. However, if the background estimate in the signal regions is accurate,
the exclusion sensitivity could be extended down to stau masses of 80 GeV and up to
430 GeV. Similarly, the previous limits on τ̃L separately could potentially be extended to
cover stau masses of 100 GeV to 350 GeV with neutralino LSPs up to 80 GeV. Looking
at the expected limits, a few stau mass points between 120 GeV and 230 GeV and nearly
massless neutralino might even be excluded for separate τ̃R pair production. In the absence
of any deviation between observed data and expected Standard Model contribution in the
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Figure 8.1.: Expected exclusion and discovery sensitivity for stau pair production with
high luminosity LHC. The figure is taken from [126].

signal regions, this could result in the first exclusion of τ̃R pair production separate from
τ̃L pair production since the results from LEP.

Although up to now there are no strong signs for the existence of staus or Supersymmetry
in general in any of the analyses so far performed at the LHC, there is still much space for
exploration. A large number of searches for new physics using the data collected in run
2 are still in progress and the development of the LHC and ATLAS machinery is still on-
going. After the “long shutdown 2”, the LHC will start its third run, collecting an expected
∼ 300 fb−1 of data. Afterwards, the LHC will be upgraded to become the “High-Lumi”
LHC, designed to deliver another ∼ 3000 fb−1 of data. For the search for staus (as well as
for every other search for processes with small cross sections), this additional amount of
data will increase the potential for discovery (or else exclusion of models) notably, despite
new challenges e.g. due to larger pile-up. A study on the prospects for the searches for
staus and electroweak gauginos with ATLAS during the High-Lumi LHC shows that not
only will the exclusion power be pushed to stau masses as large as 720 GeV, but there will
also be the possibility to reach discovery sensitivity for stau masses between 200 GeV and
500 GeV, as can be seen in Fig. 8.1 [126].

Finally, it is important to note that the search for new particles in the context of simplified
supersymmetric models is only one part of the overall effort of searching for new physics.
There are also other ways like performing pMSSM parameter scans or studies on dark
matter, extended Higgs sectors or exotic detector signatures. Hints for new physics might
also come from precision measurements of Standard Model parameters. As there is such
a large variety of searches and measurements, and the existence of physics beyond the
Standard Model is a necessity from both observations and theoretical arguments, there is
bound to be a discovery of some kind in the future.



A. Stau Pair Production Cross Sections

Tab. A.1 and Tab. A.2 show the expected production cross sections of stau pairs at proton-
proton collisions with a center-of-mass energy of 13 TeV for all considered stau masses at
next-to-leading order in perturbation theory.

mτ̃ [GeV] Eigenstate Cross Section [fb] Relative Uncertainty

80
τ̃L 591.02 0.018089
τ̃R 210.37 0.021393

100
τ̃L 267.93 0.016790
τ̃R 97.790 0.020012

120
τ̃L 140.65 0.016177
τ̃R 52.141 0.020213

140
τ̃L 81.153 0.015893
τ̃R 30.404 0.021200

160
τ̃L 50.053 0.016417
τ̃R 18.909 0.021946

180
τ̃L 32.507 0.017659
τ̃R 12.344 0.022037

200
τ̃L 21.942 0.019183
τ̃R 8.3720 0.021821

220
τ̃L 15.291 0.020081
τ̃R 5.8578 0.021121

240
τ̃L 10.939 0.020338
τ̃R 4.2038 0.021489

260
τ̃L 7.9974 0.020549
τ̃R 3.0821 0.022107

280
τ̃L 5.9566 0.020931
τ̃R 2.3019 0.022214

300
τ̃L 4.5083 0.021737
τ̃R 1.7459 0.022799

320
τ̃L 3.4597 0.022526
τ̃R 1.3424 0.022795

340
τ̃L 2.6873 0.024240
τ̃R 1.0445 0.022937

360
τ̃L 2.1099 0.026029
τ̃R 0.8215 0.024637

380
τ̃L 1.6724 0.027226
τ̃R 0.6522 0.025985

400
τ̃L 1.3370 0.029027
τ̃R 0.5222 0.027477

440
τ̃L 0.8738 0.031916
τ̃R 0.3422 0.028306

Table A.1.: Production cross section of stau pairs in dependence on the stau mass and the
stau eigenstate. The cross sections have been calculated with the Resummino
package. [40–44]
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mτ̃ [GeV] Eigenstate Cross Section [fb] Relative Uncertainty

480
τ̃L 0.5856 0.032819
τ̃R 0.2300 0.030713

520
τ̃L 0.4010 0.034018
τ̃R 0.1579 0.031536

560
τ̃L 0.2796 0.036090
τ̃R 0.1103 0.033347

Table A.2.: Production cross section of stau pairs in dependence on the stau mass and the
stau eigenstate. The cross sections have been calculated with the Resummino
package. [40–44]



B. First Search: N-1 Plots

The following plots show the kinematic distributions for the signal regions SR-lowMass
and SR-highMass described in Sec. 6.2.2. All of the cuts listed in Tab. 6.3 are applied,
except the cut on the showed variable if there is any (“N-1”). The cut on the plotted
variable and its direction is indicated by a red arrow. Only cuts derived in the signal
region optimization process are shown, in contrast to the preselection and trigger plateau
cuts. The lower panel shows the significance a cut on the respective value on the x-axis
would result in. The considered value on the x-axis is taken to be an upper or lower cut,
depending on the type of cut that is looked for in the signal region optimization process.
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B.1. N-1 Plots for SR-lowMass
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Figure B.1.: Kinematic distributions in SR-lowMass. All cuts are applied except the cut
on the plotted variable (if any), which is indicated by a red arrow. The lower
panel shows the significance in dependence of the shown variable. A flat
uncertainty of 30% is considered in addition to the statistical uncertainties of
the background, to account for systematic uncertainties.
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Figure B.2.: Kinematic distributions in SR-lowMass. All cuts are applied except the cut
on the plotted variable (if any), which is indicated by a red arrow. The lower
panel shows the significance in dependence of the shown variable. A flat
uncertainty of 30% is considered in addition to the statistical uncertainties of
the background, to account for systematic uncertainties.
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B.2. N-1 Plots for SR-highMass
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Figure B.3.: Kinematic distributions in SR-highMass. All cuts are applied except the cut
on the plotted variable (if any), which is indicated by a red arrow. The lower
panel shows the significance in dependence of the shown variable. A flat
uncertainty of 30% is considered in addition to the statistical uncertainties of
the background, to account for systematic uncertainties.
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Figure B.4.: Kinematic distributions in SR-highMass. All cuts are applied except the cut
on the plotted variable (if any), which is indicated by a red arrow. The lower
panel shows the significance in dependence of the shown variable. A flat
value of 30% is considered in addition to the statistical uncertainties of the
background, to account for systematic uncertainties.





C. First Search: Additional Material on
Acceptance and Efficiency in SRs

In this section, additional results concerning the separate production scenarios for the stau
eigenstates for the acceptance and efficiency studies in Sec. 6.7 are shown.
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Figure C.1.: Signal acceptance for different stau and neutralino masses in the highMass
signal region for the separate pair production of each of stau eigenstates.
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Figure C.2.: Signal acceptance for different stau and neutralino masses in the lowMass
signal region for the separate pair production each of the stau eigenstates.
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Figure C.3.: Signal efficiency for different stau and neutralino masses in the highMass
signal region for the separate pair production each of the stau eigenstates.
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Figure C.4.: Signal efficiency for different stau and neutralino masses in the lowMass signal
region for the separate pair production each of the stau eigenstates.
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Figure C.5.: Signal acceptance×efficiency for different stau and neutralino masses in the
highMass signal region for the separate pair production each of the stau
eigenstates.
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Figure C.6.: Signal acceptance×efficiency for different stau and neutralino masses in the
lowMass signal region for the separate pair production each of the stau
eigenstates.





D. Second Search: Additional Material on
BDTs

D.1. Input Variable Ranking

The following tables show the importance of the input variables in the form of a ranking.
The higher the rank of a variable, the more often it was used during the training. For both
BDTs the most important input variables are mT2(τ1, τ2) and the sum of the transverse
masses of the two τ -leptons.

Rank Variable

1 mT2(τ1, τ2) [minvisible = 0 GeV]

2 mT(τ1) +mT(τ2)

3 ∆φ(τ1, E
miss
T )

4 ∆φ(τ1, τ2)

5 Emiss
T

6 mT2(τ1, τ2) [minvisible = 40 GeV]

7 ∆R(τ1, τ2)

8 ∆φ(τ2, E
miss
T )

9 pT(τ2)

10 ∆η(τ1, τ2)

11 minv(τ1, τ2)

12 pT(jet1)

13 meff

14 pT(τ1)

15 pT(jet2)

16 N(jets)

17 N(b-tags)

Table D.1.: List of variables used for training the LowMassBDT, ordered by their respec-
tive “importance” to the BDT, which is a measure of how often the variable
was used during the training.
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Rank Variable

1 mT(τ1) +mT(τ2)

2 mT2(τ1, τ2) [minvisible = 0 GeV]

3 ∆R(τ1, τ2)

4 mT2(τ1, τ2) [minvisible = 40 GeV]

5 pT(jet1)

6 minv(τ1, τ2)

7 ∆φ(τ1, τ2)

8 N(b-tags)

9 pT(τ2)

10 Emiss
T

11 ∆η(τ1, τ2)

12 pT(τ1)

13 ∆φ(τ2, E
miss
T )

14 ∆φ(τ1, E
miss
T )

15 pT(jet2)

16 N(jets)

17 meff

Table D.2.: List of variables used for training the HighMassBDT, ordered by their respec-
tive “importance” to the BDT, which is a measure of how often the variable
was used during the training.
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D.2. BDT Input Variable Shape Plots

In the following plots, the discrimination power of the individual input variables to the
BDTs is shown. The distributions are normalized and combine all signal models used for
training together (red) as well as all background samples (blue). In the plots for both
pre-training selections for ∆φ(τ1, τ2) and ∆R(τ1, τ2 a bump is visible in the background
distribution which is not present in the signal distribution. This bump is predominantly
caused by Z+jets, which can also be seen in the ∆R(τ1, τ2) plot in Fig. E.10.
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D.2.1. Shape Plots for LowMassBDT Input Variables

0 200 400 600 800 1000 1200 1400
τ1pT [GeV]

0.000

0.002

0.004

0.006

0.008

0.010

0.012

0.014

0.016

ar
bi
tra

ry
 u
ni
ts

Background
Signal

(a) pT(τ1)

0 200 400 600 800 1000
τ2pT [GeV]

0.0000

0.0025

0.0050

0.0075

0.0100

0.0125

0.0150

0.0175

ar
bi
tra

ry
 u
ni
ts

Background
Signal

(b) pT(τ2)

0 100 200 300 400 500
mT2(τ1, τ2) [GeV]

0.00

0.02

0.04

0.06

0.08

0.10

ar
bi

tra
ry

 u
ni

ts

Background
Signal

(c) mT2(τ1, τ2) (mχ = 0 GeV)

100 200 300 400 500
mT2(τ1, τ2)_40

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

ar
bi
tra

ry
 u
ni
ts

Background
Signal

(d) mT2(τ1, τ2) (mχ = 40 GeV)

0 500 1000 1500 2000 2500
mT(τ1) +mT(τ2) [GeV]

0.000

0.001

0.002

0.003

0.004

0.005

0.006

0.007

ar
bi

tra
ry

 u
ni

ts

Background
Signal

(e) mT(τ1)+mT(τ2)

0 500 1000 1500 2000
mvis(τ1, τ2) [GeV]

0.000

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

ar
bi
tra

ry
 u
ni
ts

Background
Signal

(f) minv(τ1, τ2)

Figure D.1.: Shape plots for the LowMassBDT input variables.



D.2. BDT INPUT VARIABLE SHAPE PLOTS 147

−4 −3 −2 −1 0 1 2 3 4
Δη(τ1, τ2)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

ar
bi

tra
ry

 u
ni

ts

Background
Signal

(a) ∆η(τ1, τ2)

−3 −2 −1 0 1 2 3
Δϕ(τ1, τ2)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

ar
bi

tra
ry

 u
ni

ts

Background
Signal

(b) ∆φ(τ1, τ2)

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
ΔR(τ1, τ2)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

ar
bi

tra
ry

 u
ni

ts

Background
Signal

(c) ∆R(τ1, τ2)

0 200 400 600 800 1000 1200 1400
Emiss
T  [GeV]

0.0000

0.0025

0.0050

0.0075

0.0100

0.0125

0.0150

0.0175

0.0200

ar
bi
tra

ry
 u
ni
ts

Background
Signal

(d) Emiss
T

−3 −2 −1 0 1 2 3
Δϕτ1Emiss

T

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

ar
bi

tra
ry

 u
ni

ts

Background
Signal

(e) ∆φ(τ1, E
miss
T )

−3 −2 −1 0 1 2 3
Δϕτ2Emiss

T

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

ar
bi

tra
ry

 u
ni

ts

Background
Signal

(f) ∆φ(τ2, E
miss
T )

Figure D.2.: Shape plots for the LowMassBDT input variables.
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Figure D.3.: Shape plots for the LowMassBDT input variables.
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D.2.2. Shape Plots for HighMassBDT Input Variables
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Figure D.4.: Shape plots for the HighMassBDT input variables.
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Figure D.5.: Shape plots for the HighMassBDT input variables.
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Figure D.6.: Shape plots for the HighMassBDT input variables.
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D.3. Linear Correlation of BDT Input Variables

The linear correlation parameters between the input variables for training are shown for
both the signal and the background dataset for the LowMassBDT and the HighMass-
BDT.
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Figure D.7.: Linear correlation of LowMassBDT input variables for the signal dataset.
The black columns and rows for the LowMassBDT matrices correspond to
variables that were included in the training originally but were set to constant
values in the course of the BDT optimization.
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(a) LowMassBDT Background

Figure D.8.: Linear correlation of LowMassBDT input variables for the background
dataset. The black columns and rows for the LowMassBDT matrices cor-
respond to variables that were included in the training originally but were
set to constant values in the course of the BDT optimization.
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Figure D.9.: Linear correlation of HighMassBDT input variables for the signal dataset.
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Figure D.10.: Linear correlation of HighMassBDT input variables for the background
dataset.





E. Second Search: Additional Material on
Background Estimation

In the following, several kinematic distributions are shown for all used control and valida-
tion regions. Sec. E.5 contains additional material on the ABCD method used for multijet
estimation and its results.
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Figure E.1.: Pre-fit kinematic distributions for W-CR. For W-CR, W-VR lowMass and
W-VR highMass events containing one signal τ -lepton and one isolated muon
are selected. The W+jets background is normalised in this region in the
fit. The shaded areas correspond to the statistical uncertainties on the total
Standard Model expectation.
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Figure E.2.: Pre-fit kinematic distributions for W-VR lowMass. For W-CR, W-VR low-
Mass and W-VR highMass events containing one signal τ -lepton and one
isolated muon are selected. The normalisation for W+jets derived in the fit
is applied in this region as a modelling check. This region is however not
included in the simultaneous fit itself. The shaded areas correspond to the
statistical uncertainties on the total Standard Model expectation.
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Figure E.3.: Pre-fit kinematic distributions for W-VR highMass. For W-CR, W-VR low-
Mass and W-VR highMass events containing one signal τ -lepton and one
isolated muon are selected. The normalisation for W+jets derived in the fit
is applied in this region as a modelling check. This region is however not
included in the simultaneous fit itself. The shaded areas correspond to the
statistical uncertainties on the total Standard Model expectation. In sub-
figure (b) two bins seem to be emptied of W+jets events, which is due to the
presence of W+jets events with negative generator weights in these bins.
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Figure E.4.: Pre-fit kinematic distributions for Top-CR. The Top background is normalised
in this region in the fit. The shaded areas correspond to the statistical un-
certainties on the total Standard Model expectation.
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Figure E.5.: Pre-fit kinematic distributions for Top-VR lowMass. The normalisation for
Top derived in the fit is applied in this region as a modelling check. This
region is however not included in the simultaneous fit itself. The shaded
areas correspond to the statistical uncertainties on the total Standard Model
expectation.
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Figure E.6.: Pre-fit kinematic distributions for Top-VR highMass. The normalisation for
Top derived in the fit is applied in this region as a modelling check. This
region is however not included in the simultaneous fit itself. The shaded
areas correspond to the statistical uncertainties on the total Standard Model
expectation.
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Figure E.7.: Pre-fit kinematic distributions for Z-VR lowMass. This region’s purpose is
to check the modelling of the Z+jets background close to the lowMass signal
regions. The distributions are very well modelled within the statistical uncer-
tainties. The shaded areas correspond to the statistical uncertainties on the
total Standard Model expectation.
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Figure E.8.: Pre-fit kinematic distributions for Z-VR highMass. This region’s purpose
is to check the modelling of the Z+jets background close to the highMass
signal regions. The data is modelled sufficiently well by the Standard Model
expectation within the statistical uncertainties. The shaded areas correspond
to the statistical uncertainties on the total Standard Model expectation.
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Figure E.9.: Pre-fit kinematic distributions for the multiboson VR. The multiboson back-
ground is the dominant background in SR-highMass. To test its modelling,
a validation region is designed as close as possible to SR-highMass while be-
ing sufficiently pure in multiboson events. Data and simulated events agree
within the statistical uncertainties. The shaded areas correspond to the sta-
tistical uncertainties on the total Standard Model expectation. The selection
provides a relatively pure (but with rather low statistics) multiboson content
in this region with some contribution of Z+jets. In principle this could be
removed as well by placing a cut on mT2(τ1, τ2) or Emiss

T . This, however,
would even further reduce the statistics in this region. Furthermore, Z+jets
is already proven to be sufficiently well modelled in the Z+jets validation
regions.
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E.5. Multijet Estimation

E.5.1. ABCD Method

CR-A VR-E CR-B

Z+jets 533± 34 345± 56 491± 74

W+jets 406± 41 236± 58 331± 55

Top 229.5± 6.1 96.8± 4.0 94.3± 3.9

Multiboson 45.0± 2.1 23.5± 1.9 22.6± 1.5

Higgs 21.4± 1.5 7.09± 0.46 11.84± 0.98

Total MC 1235± 54 709± 81 951± 92

Data 5431 4738 9218

(mτ̃ ,mχ̃0
1
) = (200, 1) GeV 22.03± 0.50 2.37± 0.16 2.10± 0.15

(mτ̃ ,mχ̃0
1
) = (120, 1) GeV 41.5± 1.3 11.77± 0.70 12.05± 0.72

(mτ̃ ,mχ̃0
1
) = (360, 1) GeV 4.36± 0.25 0.309± 0.066 0.172± 0.048

pre-SR-D VR-F CR-C

Z+jets 1552± 51 1055± 73 1840± 150

W+jets 273± 36 214± 54 266± 61

Top 399.8± 8.1 171.3± 5.3 187.8± 5.6

Multiboson 110.0± 3.1 46.5± 2.2 57.0± 2.4

Higgs 57.0± 2.6 22.8± 1.5 39.6± 2.4

Total MC 2391± 63 1509± 91 2390± 160

Data 3107 2006 3708

(mτ̃ ,mχ̃0
1
) = (200, 1) GeV 88.65± 0.99 11.07± 0.36 10.43± 0.34

(mτ̃ ,mχ̃0
1
) = (120, 1) GeV 163.2± 2.6 45.4± 1.4 46.4± 1.4

(mτ̃ ,mχ̃0
1
) = (360, 1) GeV 19.12± 0.51 1.09± 0.12 0.96± 0.12

Table E.1.: Monte Carlo and data event yields in the regions used for the multijet estima-
tion with the ABCD method. The uncertainties correspond to the statistical
uncertainty only.
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E.5.2. Pre-Signal Region SR-D with Unsimplified ABCD Method
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Figure E.10.: Pre-fit distributions in the pre-SR-D with unsimplified multijet estimate.
The shaded areas correspond to the statistical uncertainties on the total
Standard Model expectation.
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E.5.3. Validation Region VR-F with Unsimplified ABCD Method
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Figure E.11.: Pre-fit distributions in VR-F with unsimplified multijet estimate. The
shaded areas correspond to the statistical uncertainties on the total Standard
Model expectation.
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E.5.4. Pre-Signal Region SR-D with Simplified ABCD Method
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Figure E.12.: Pre-fit distributions in the pre-SR-D with simplified multijet estimate. The
shaded areas correspond to the statistical uncertainties on the total Standard
Model expectation.
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E.5.5. Validation Region VR-F with Simplified ABCD Method
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Figure E.13.: Pre-fit distributions in VR-F with simplified multijet estimate. The shaded
areas correspond to the statistical uncertainties on the total Standard Model
expectation.
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E.5.6. Multijet Validation MJVR
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Figure E.14.: Pre-fit kinematic distributions for the multijet-VR. The multijet background
is one of the most dominant backgrounds in SR-lowMass. Its modelling in
close proximity to SR-lowMass is tested in this region, which is not only
very pure in multijet events but also shows good agreement of data and
expected Standard Model events. No additional cut on the highMass BDT
is applied. The shaded areas correspond to the statistical uncertainties on
the total Standard Model expectation.





F. Second Search: Additional Material on
Fits

F.1. Background-Only Fit

In the following section, more detailed information on the background-only fit results is
given. Fig. F.2 shows the behaviour of the nuisance parameters during the fit. The black
points correspond to the central values of the fit parameters for the individual sources
of systematic uncertainties (“α”) while the blue points show the normalization factors
for W+jets and Top (“µ”) as well as nuisance parameters to account for the statistical
uncertainties in the control regions (“γ”). No “pull” of individual systematic uncertainties
is observed as the deviations of estimated and observed yields are predominantly covered
by the normalization factors for the W+jets and Top background categories. Fig. F.1
gives information on the correlations between the most important nuisance parameters
that are encountered in the fit. The correlations are mostly small. The normalization
factors are however anti-correlated with the available statistics in the respective control
region, which is to be expected. The nuisance parameters listed in the correlation matrix
will be explained in more detail in the following:

• alpha JET JER EffectiveNP 1: Uncertainty on jet energy resolution.

• alpha JET Pileup Offset Mu: Pileup jet related uncertainty.

• alpha JET PunchThrough MC16: Uncertainty taking into account punch-through
of jets into the muon detector system.

• alpha MET SoftTrk ResoPara: Uncertainty on resolution of the soft term in the
calculation of Emiss

T .

• alpha ZjetsTheoSys: Theoretical uncertainty of the Z+jets background, using the
estimate of the first iteration of the stau search for each region.

• gamma stat TCR cuts bin 0: Statistical uncertainty of the background estimate in
the Top control region.

• gamma stat WCR cuts bin 0: Statistical uncertainty of the background estimate in
the W+jets control region.

• mu Top: Normalization factor of the Top background, derived in the Top control
region.

• mu W: Normalization factor of the W+jets background, derived in the W+jets
control region.

In the tables Tab. F.1 to Tab. F.3 the number of events for each background before and
after the fit is listed for each region together with the observed number of events.
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Figure F.1.: Reduced correlation matrix of selected nuisance parameters in the background
only fit. Most of the correlations between the individual nuisance parameters
are small. An exception is the observed anti-correlation of the normalization
factors for Top and W+jets and the statistical uncertainties in the respective
control region.
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Figure F.2.: Nuisance parameter pulls for the background-only fit. The nuisance parame-
ters indicated by the black points all correspond to systematic uncertainties
as outlined in Sec. 6.4 and Sec. 7.5.1. The upper two blue points stand for
the derived normalization factors for the W+jets and Top backgrounds. The
other blue points correspond to nuisance parameters introduced to account for
the statistical uncertainties in the two control regions. No pulls are observed
for any of the nuisance parameters other than the normalization factors as
deviations between Standard Model expectation and data are covered pre-
dominantly by those two parameters.
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TCR TVR-lowMass TVR-highMass

Observed events 34 25 17

Post-fit background events 34.0± 5.9 28.1± 7.2 17.8± 4.3

Post-fit Z+jets events 1.6+2.7
−1.6 0.29+0.97

−0.29 0.76± 0.29

Post-fit W+jets events 0.7+2.6
−0.7 2.24± 0.70 1.39± 0.28

Post-fit Top events 31.3± 7.3 25.3± 7.0 14.9± 4.2

Post-fit Multiboson events 0.230± 0.079 0.150± 0.055 0.36± 0.10

Post-fit Higgs events 0.058± 0.031 0.041± 0.016 0.17± 0.14

Post-fit Multijet 0.159± 0.043 – 0.226± 0.063

Pre-fit Standard Model events 39.1± 6.0 32.5± 4.2 20.4± 2.7

Pre-fit Z+jets events 1.6+2.7
−1.6 0.29+0.98

−0.29 0.76± 0.29

Pre-fit W+jets events 0.8+3.1
−0.8 2.66± 0.78 1.65± 0.27

Pre-fit Top events 36.2± 2.8 29.3± 4.0 17.2± 2.4

Pre-fit Multiboson events 0.230± 0.080 0.150± 0.055 0.36± 0.10

Pre-fit Higgs events 0.058± 0.031 0.041± 0.016 0.17± 0.14

Pre-fit Multijet 0.159± 0.043 – 0.226± 0.064

Table F.1.: Events yields pre- and post-fit for Top CR and VRs. The given uncertainties
correspond to the combined statistical and systematic uncertainties.

WCR WVR-lowMass WVR-highMass

Observed events 4138 357 16

Post-fit background events 4138± 64 330± 69 16.6± 5.4

Post-fit Z+jets events 249± 58 5.4± 2.5 0.061± 0.048

Post-fit W+jets events 3650± 120 284± 68 13.6± 4.9

Post-fit Top events 91± 28 17.3± 5.8 1.38± 0.52

Post-fit Multiboson events 145± 55 22.8± 4.7 1.61± 0.54

Post-fit Higgs events 3.79± 0.87 0.8+1.3
−0.8 0.0016± 0.0011

Post-fit Multijet events – – –

Pre-fit Standard Model events 4830± 440 386± 73 19.35± 6.2

Pre-fit Z+jets events 249± 59 5.4± 2.5 0.061± 0.049

Pre-fit W+jets events 4330± 390 337± 71 16.1± 5.6

Pre-fit Top events 105± 19 20.0± 4.5 1.59± 0.46

Pre-fit Multiboson events 145± 55 22.8± 4.7 1.61± 0.54

Pre-fit Higgs events 3.79± 0.87 0.8+1.3
−0.8 0.0016± 0.0011

Pre-fit Multijet events – – –

Table F.2.: Events yields pre- and post-fit for W+jets CR and VRs. The given uncertain-
ties correspond to the combined statistical and systematic uncertainties.
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ZVR-lowMass ZVR-highMass MBVR MJVR

Observed events 565 34 16 84

Post-fit background events 590± 110 39± 14 15.9± 4.7 87± 26

Post-fit Z+jets events 550± 100 28± 14 6.8± 3.7 8+14
−8

Post-fit W+jets events 1.54± 0.67 0.41± 0.12 – 16.9± 7.1

Post-fit Top events 0.57± 0.24 0.52± 0.17 0.216± 0.065 1.66± 0.78

Post-fit Multiboson events 18± 17 7.8± 2.2 7.6± 1.6 1.75± 0.44

Post-fit Higgs events 5.2± 1.2 2.32± 0.73 1.31± 0.61 0.0082+0.0096
−0.082

Post-fit Multijet events 14.2± 3.7 – – 59± 17

Pre-fit Standard Model events 590± 110 39± 15 16.0± 4.7 91± 27

Pre-fit Z+jets events 550± 100 28± 14 6.8± 3.7 9+14
−9

Pre-fit W+jets events 1.82± 0.77 0.49± 0.14 – 20.0± 8.3

Pre-fit Top events 0.66± 0.22 0.60± 0.13 0.250± 0.043 1.92± 0.76

Pre-fit Multiboson events 18+18
−18 7.8± 2.2 7.6± 1.6 1.75± 0.44

Pre-fit Higgs events 5.2± 1.2 2.32± 0.73 1.31± 0.62 0.0082+0.0096
−0.0082

Pre-fit Multijet events 14.2± 3.7 – – 59± 17

Table F.3.: Events yields pre- and post-fit for the Z+jets, Multiboson and Multijet vali-
dation regions. The given uncertainties correspond to the combined statistical
and systematic uncertainties.
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F.2. Model Independent Upper Limit Scans

In Fig. F.3 the scans over various values for the signal strength µSR are shown for SR-
highMass and the discovery SR-lowMass regions. The signal strength corresponds in this
case to the number of additional events not predicted by the background estimate in one
of the signal regions. The signal strength at which the CLs value drops below 0.05 marks
the number of additional events that can be excluded at 95%, i.e. the signal+background
hypothesis can be rejected. These are still expected limits as the observed data is not yet
viewed.
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Figure F.3.: Model independent upper limit scans. The value of µSR at which the CLs-
value becomes smaller than 0.05 corresponds to the number of additional
events in the respective signal region that can be excluded at 95%.
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F.3. Model Dependent Upper Limit Scans

Fig. F.4 shows the outcome of the upper limit scans for some benchmark signal models
with the combination of τ̃L and τ̃R pair production. The red points show the development
of the CLs value, where it should be noted that only the background estimation has been
used for its derivation and no observed data. The green (yellow) bands correspond to the
±1σ (±2σ) uncertainty. The 0.05 threshold for the CLs value is indicated by a horizontal
red line. If the CLs value passes this threshold with the signal strength being still < 1,
the corresponding signal model is considered excluded at 95% CL. From the shown plots
it can be seen that this is the case for stau masses of 80 GeV and 120 GeV with near to
massless neutralino. For a stau mass of 360 GeV and a lightest neutralino of 160 GeV the
model cannot be excluded considering the CLs value, but the −1σ band (green band)
drops below 0.05 at a signal strength < 1. A stau mass of 520 GeV with near to massless
neutralino cannot be excluded from its expected CLs value but it can within ±2σ.

For the production of τ̃L pairs separately, the outcome of the upper limit scans for a few
exemplary models are shown in Fig. F.5. Equivalently, some of the upper limit scans for
separate τ̃R production are given in Fig. F.6. For stau masses of 120 GeV and 160 GeV
with near to massless neutralino the model can be excluded at 95% even within the ±1σ
uncertainty band.

All of the mentioned exclusion limits are, however, still expected limits as the observed
data has not yet been compared to the Standard Model expectation in the signal regions.
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Figure F.4.: Upper limit scans for four benchmark signal models with combined stau eigen-
state scenarios. A model is considered excluded at 95% CL if the CLs value
(red dotted line) drops below 0.05 (red horizontal line) at a signal strength
less than 1.
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Figure F.5.: Upper limit scans for four benchmark signal models for τ̃L pair production.
A model is considered excluded at 95% CL if the CLs value (red dotted line)
drops below 0.05 (red horizontal line) at a signal strength less than 1.
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Figure F.6.: Upper limit scans for four benchmark signal models for τ̃R pair production.
A model is considered excluded at 95% CL if the CLs value (red dotted line)
drops below 0.05 (red horizontal line) at a signal strength less than 1.



G. Simulation Bug Affecting Signal Samples

Shortly before the finalization of this thesis, it became known that the signal simulations
of the second iteration of the stau pair production signal were affected by a bug concerning
the Pythia merging and the assigned Monte Carlo weights. A correction was implemented
such that four benchmark models could be tested with the new version of the ATLAS
simulation software (referred to as Release 21.6.46) and compared to the previous version
(in the following called Release 21.6.27) at truth level. The chosen benchmark models are
(mτ̃ ,mχ̃0

1
) = (120, 1), (120, 60), (360, 1) and (360, 160) GeV. This way, the new version of

the ATLAS simulation software containing the bug correction can be tested in the most
important kinematic regions of the signal models.

Some of the most important kinematic variables are checked for each of the benchmark
models for both software releases. A Kolmogorov-Smirnov test is performed in addition,
to get a quantitative estimate of the agreement of the two distributions. The output of the
KS-test is automatically converted into a p-value by ROOT [111]. If the p-value is > 0.05,
the hypothesis of the two distributions being identical cannot be rejected. Otherwise, if
the p-value is very small, the two distributions are incompatible with each other. The plots
are shown in Fig. G.1 to Fig. G.4. For high stau masses there is good agreement between
the two software releases while there are some discrepancies for the lower stau masses,
especially for the missing transverse energy. However, as the event yield seems to increase
for higher Emiss

T , the change caused by the bug correction might even slightly improve the
sensitivity for lower stau masses in the highMass signal region (Emiss

T > 150 GeV).

To further assess the possible impact on the sensitivity of the analysis, a comparison
between the two software releases has been also performed using the signal region selections
of the first iteration of the stau search at truth level. The reason for not using the BDT-
based signal regions of the second analysis iteration lies in the technical effort of preparing
a sample at truth-level such that the BDTs can be evaluated on it. Moreover, the cut-
based regions are sufficient for a first check of the potential change in event yields in the
most sensitive regions of phase-space. The corresponding plots can be found in Fig. G.5.
It has to be noted that the shown event yields cannot be directly compared to the number
of events after the full reconstruction process as the latter introduces a selection efficiency
that has to be considered as well.

The event yields for a stau mass of 360 GeV are in reasonable agreement. However, there
are some deviations for a stau mass of 120 GeV. While there are very large statistical
uncertainties for (mτ̃ ,mχ̃0

1
) = (120, 60) GeV, the sample for the (120, 1) GeV model was

produced with enhanced statistics particularly for this purpose. From its event yields
in the lowMass region a clear decrease of 20% can be observed for the software release
that incorporates the bug correction. Potentially, this could cause a degradation of the
sensitivity for stau pair production models with low stau masses, compared to the original
expectation. Again using the example of the lowMass SR from the first analysis iteration,
the behaviour of the significance in dependence on the number of signal events is shown

185
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in Fig. G.6. In the same figure the effect on the significance through a 20% decrease in
signal yields is illustrated as well. Although the drop in the Z-value is larger for a larger
number of signal events, the significance curves in dependence of the signal yield are not
very steep. A decrease to significances below the critical value of 1.64 is only possible
for significances that have already been narrowly above this threshold before the bug
correction. The typical significances in the lowMass signal region for the second analysis
iteration are at 2.2 to 3.2, which could mean that the sensitivity will not be decreased
below exclusion sensitivity for most of the models in the lowMass regime. A comparison
of the significances per signal model with a 20% decrease of signal events with respect to
the original expected exclusion sensitivity for the BDT-based and binned SR-lowMass is
shown in Fig. G.7. Although the area with exclusion sensitivity becomes smaller, there
is still sufficient sensitivity for exclusion for most of the models with low stau masses.
(Starting at a stau mass of & 180 GeV, the largest contribution to the overall significance
will originate from SR-highMass.)

However, these statements rely on various assumptions: Firstly, the 20% yield decrease for
the (mτ̃ ,mχ̃0

1
) = (120, 1) GeV should be a good approximation for other models in the low

stau mass regime. Secondly, the decrease in events observed at truth level should translate
into a similar decrease at reconstruction level. And thirdly, the results of the checks in the
cut-based lowMass signal region should (approximately) hold in the BDT-based lowMass
signal region as well. As none of these assumptions necessarily has to be true, the full
impact on the exclusion sensitivity can only be assessed as soon as the simulations of
all the signal models have been reproduced and evaluated at reconstruction-level in the
BDT-based signal regions defined in Tab. 7.3 and Tab. 7.4.
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Figure G.1.: Comparison of simulation software versions for (mτ̃ ,mχ̃0
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) = (120, 1) GeV.
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Figure G.2.: Comparison of simulation software versions for (mτ̃ ,mχ̃0
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Figure G.3.: Comparison of simulation software versions for (mτ̃ ,mχ̃0
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Figure G.4.: Comparison of simulation software versions for (mτ̃ ,mχ̃0
1
) = (360, 160) GeV.
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Figure G.5.: Comparison of simulation software versions in the signal regions defined in
Tab.6.3. The left (right) bin shows the event yield for SR-lowMass (SR-
highMass). While there is negligible change for the high stau mass models, the
event yield for the low stau mass models decreases in SR-lowMass with small
increase in SR-highMass. This could cause a deterioration of the sensitivity
for low stau masses.
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corresponds to the significance resulting in the case of a decrease in signal
yields by 20% of the respective x-axis value. Therefore, the change due to
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) = (120, 1) GeV is indicated by the red arrow. Although the

significance decreases, the Z-value is still above the critical value of 1.64.
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Figure G.7.: Change of exclusion sensitivity for a signal yield reduction of 20%. The left
plot is the same as shown in Fig. 7.4. For the right plot only 80% of the
signal yields have been taken into account. For both plots, a flat systematic
uncertainty of 30% on the background yield and the statistical background
uncertainty have been taken into account.
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